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Materials and Methods 

 

ϸ AND C6 CALCULATION 

ϸi of an atomic species, A, within an ion, is the partial charge, qA , divided by its cubed root of the 

r-cubed moment (a volume-like parameter), 〈rA
3〉. 

ϸA =
qA

√〈rA
3〉

3
  … (eqn 1) 

This gives ϸ the units excess electrons·bohr-1, and hence is a linear charge density. This has been 

converted to C·m-1. Both 〈rA
3〉 and qA are determined via a DDEC6 charge distribution analysis.1 The ion 

is optimised at the desired level of theory using Gaussian2, ensuring an additional wave function output 

file (.wfx) with the keyword ‘output=wfx’. An example output included in the SI files for acetate.  

DDEC6 calculates the r-cubed moment for an atom A by integrating the electron density radially,  

ρA(r⃑A), multiplied by the radial distance from the nucleus cubed, (rA)3, 

〈rA
3〉 =  ∮ ρA(r⃑A)(rA)3d3r⃑A  … (eqn 2) 

This is calculated numerically for all x, y, and z coordinates such that the radial moment is the sum 

of the electron density multiplied by the distance from the nucleus cubed at every point within the 3D 

grid: 

〈rA
3〉 =  ∑ ∑ ∑ ρA(r⃑A)(rA)3 

 

z

 

y

 

x

… (eqn 3) 

The charge is partitioned by a vectorised charge partitioning scheme, where the number of electrons 

assigned to atom A, NA, is calculated via integrating the electron density radially, 

NA = ∮ ρA(r⃑A)d3r⃑A   . . . (eqn 4) 

Similarly, this is calculated numerically for all x, y, and z coordinates: 

NA =  ∑ ∑ ∑ ρA(r⃑A) 

 

z

 

y

 

x

… (eqn 5) 

The charge on atom A, qA, is then equated by the difference between the atoms nuclear charge, zA, 

and NA, the number of electrons assigned to that atom, 

qA = zA − NA   … (eqn 6) 

In conjunction with charge and r-cubed moments, the screened C6 dispersion coefficients were con-

currently calculated by the MCLF method3. This method was modelled against CCSD polarisabilities and 

uses the number of electrons, N, r-cubed, 〈r3〉, and r-fourth moments, 〈r4〉, such that, 

C6 = e−3.2206N0.2618
〈r4〉3.4516

〈r3〉2.6311
   … (eqn 7). 

Here, second order Møller-Plesset perturbation theory (MP2)4 was employed in conjunction with 

Dunning’s aug-cc-pVQZ5 basis set for all anions except those containing iodine which used aug-cc-

pVQZ-PP6–9. Monatomic cations used aug-cc-pVQZ or aug-cc-pVQZ-X2C7–10, whilst large polyatomic 

cations used M06-2X 11 in conjunction with aug-cc-pVDZ5 (this appears to have little effect on resultant 

radius/ charge values relevant for ϸ calculations (Figure S33)). All the following methods (except for the 

EDA calculations) used this same level of theory. 
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EDA CALCULATION 

GKS-EDA(sol)12 calculations were employed via GAMESS13,14 (2012) on ion-water interactions in 

a system of 1 ion in a 30 water molecule cluster and polarisable continuum medium. Statistical signifi-

cance was obtained by repeating the calculations 10 times with varied solvent structure by optimisations 

of randomised starting solvent geometries with packmol15 which were subsequently optimised with 3rd 

order DFTB 16 with D3 dispersion corrections17,18 and 3ob-3-1 parameters19–22. The specific 1:1 interac-

tion between the ion and a single contact solvent molecule was then extracted from these calculations via 

the scheme presented in Figure S5. EDA1 accounts for the interactions between the ion and both its spe-

cific interaction with a single water molecule ((yellow-red), as well as the ion’s interaction with the re-

mainder of the system (yellow-blue) as well as the single solvent molecule with the remainder of the 

system (red-blue). EDA2 only considers the ion and waters interaction with the remainder of the bulk 

system (red-blue). Since EDA2 only does not consider the ion-solvent specific interaction compared with 

EDA1, EDA1-EDA2 can isolate this interaction from the system. Additionally GKS-EDA(sol) decom-

poses the total interaction energy into it’s electrostatic, exchange, repulsion, polarisation, desolvation and 

correlation energy contributions. 
 

SYMMETRY ADAPTED PERTURBATION THEORY OF ION-WATER INTERACTIONS  

Single ion – water molecule interactions were optimised with Gaussian 16 (MP24/def2-TZVPP7,9,23–

29). Symmetry-Adapted Perturbation Theory30–33 including electron correlation (CCSD) for each mono-

mer in electrostatics and 3rd-order dispersion (SAPT2+334–36) implemented in the Psi4 package37 using 

the superposition of atomic densities38,39 initial guess was used for these geometries to calculate the elec-

trostatic, exchange, repulsion, induction, dispersion and total interaction energy contributions.  
 

SURFACE AREA CALCULATION 

Using the same .wfx files from the initial Gaussian optimisation in the DDEC6 analysis, the 

AIMALL package40 and IsoDensity Surface implementation41 was utilised to calculate the percent surface 

area of each atom within polyatomic ions (Figure S19).  
 

POLARISABILITY PARTITIONING CALCULATION 

The polarisability of atoms in molecules was calculated via methods detailed by Marenich42, which 

utilises a Hirshfeld charge partitioning scheme, in conjunction to an applied electric field in the x, y and 

z directions to allow numerical differentiation of analytically computed dipole moments. 

αavg, presented in Table S2-3, is the average of the polarisability tensors from the x, y and z  directions 

(αxx, αyy and αzz) for the atom stated. 
 

INDUCED DIPOLE AND CHARGE TRANSFER BETWEEN IONS AND INERT GASES  

Single ion – inert gas atom interactions were optimised with Gaussian 16 (MP2/aug-cc-pVQZ(-X2C 

for K⁺, Rb⁺, Cs⁺, Ca2⁺, Sr2⁺, Ba2⁺ or -PP for In3⁺, Tl3⁺, I−)). A DDEC6 charge distribution analysis1,43 was 

performed on this system to investigate the charge transfer and induced dipole moments of the inert gases 

in the presence of a multitude of cations and anions (Figure S26). 
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Supplementary Text 

 

CONSIDERATIONS FOR POLYATOMIC IONS 

When using the radial charge density, ϸ, for polyatomic anions (Figure S13), three primary considerations 

must be considered: 

 

1. For isotropic molecular ions, the overall molecular charge density may dominate the site-

specific charge density. For example, SO4
2⁻, has a larger radial charge density when looking 

at the whole molecule (-10.25 × 10-10 C∙m-1) as opposed to merely a single surface oxygen 

atom (-8.19 × 10-10 C∙m-1). This means, in general the whole molecule should be value should 

be used – however, this approximates the ion as a sphere. This is not true, so if accessibility 

of an interacting species is limited, then the single surface oxygen value will be the required 

value. 

2. For anisotropic ions with multiple surface charge sites, the dominant ϸ will vary depending 

on the environment, and may correspond to more than one specific atomic site. For example, 

a higher localised charge will have stronger long range (beyond the first solvation shell) in-

teractions, whilst a smaller radius on a charged moiety could allow for stronger short range 

(contact) electrostatic interactions. (e.g., SCN⁻, sulfur long-range dominant (soft), nitrogen 

short-range dominant (hard)). For practical purpose, the desired ϸ value will often be a bal-

ance of the two values (e.g., the average value -4.98 × 10-10 C∙m-1), as sulfur interactions will 

likely still occur due to this long-range dominance. 

3. For polyatomic ions where the charge does not reside at the surface (i.e., shielded), polarisa-

bility or dispersion (Figure S11, S23-25) appear to become dominant as opposed to electro-

statics as described by, ϸ or UE. An example for this can be seen for tetraphenylphosphonium 

(Ph4P
+) and tetraphenylborate ions (BPh4

⁻) (Table S1). An extra-thermodynamic assumption 

is often made with these44 to effectively get single-ion values, as they have “identical” en-

thalpies of hydration (47+/- 5 kJ·mol-1). Based off polarisiability or C6 values calculated via 

M06-2X/aug-cc-pVDZ we can see these values are very similar, and so are their values for 

viscosity B coefficients (Βη) and limiting molar conductivities (λI
∞), despite the large differ-

ences in the charge at the central atom. To highlight the similarity of these values, for alter-

nate cations and anions such as Na+ and Cl⁻, respectively these are 0.085 and -0.005 for Βη 

and 50.1 and 76.4 for 𝜆𝐼
∞. Similarly, this charge independence for BPh4

⁻ and Ph4As+ ions can 

be seen for the Gibbs energy of transfer from water to nonaqueous solvents in Figure S12. 

Considering any solvent has different affinities for cations and anions in terms of the sol-

vent’s Lewis basicity and acidity respectively, this indicates shielding of these bulky ion 

charges must occur such that the driving force for this system originates from the identical 

surface functionality. 
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Table S1. Shielded “ions” - site-specific radial charge density (ϸ), average (x,y,z) polarisability (αavg), dispersion coefficients 

(C6), viscosity B coefficients (Βη) and limiting molar conductivities (𝛌𝐈
∞).  

Ion ϸ 

(×10-10 C·m-1) 

α 

(Å3) 

C6 

(a.u.) 
Βη 

(𝑑𝑚3 ∙ 𝑚𝑜𝑙−1) 

𝜆𝐼
∞ 

(𝑆 ∙ 𝑐𝑚2 ∙ 𝑚𝑜𝑙−1) 

Ph4P
+ 

3.20 (T) 

5.55 (P) 

2.46 (surface H) 

45.37 32607 1.073 20.2 

Ph4As+ 

3.18 (T) 

6.83 (As) 

2.45 (surface H) 

44.2 33373 1.073 19.7 

BPh4
⁻ 

-3.15 (T) 

0.68 (B) 

1.48 (surface H) 

45.26 36161 1.114 19.9 

 

 

SN2 REACTIONS AND ANION ORIENTATION 

SN2 reaction occur via a backside attack on a primary or secondary carbon atom. This indicates that 

the probability of a collision would be based primarily of Brownian motion. Collision theory indicates 

that for the reaction to occur the collision must have sufficient energy to overcome the activation energy 

barrier, and the correct orientation. The correct orientation is consistent for halides, so their relative rates 

are based purely off their relative electrostatics. For non-spherical ions such as acetate or azide, such 

orientation effects become important. The % of collisions that have the correct orientation, should align 

with the effective surface area percent of the reactive moieties of these polyatomic anion nucleophiles. 

By an AIMAll IsoDensity surface calculation we see this to be ~83 and 56% for azide N atoms and acetate 

O atoms, respectively. If we divide log (kM) by these percentages to get a theorical log (k) value if all 

collisions were successful, we see that this aligns all the respective ϸ values for this particular SN2 reaction 

(Figure S19).  

 

KR INDUCTION 

Using Krypton as a representative polarisable probe, with a net zero charge, we see that the magni-

tude of the induced dipole (𝜇𝐴) roughly correlates with ϸ for the anions (R2=0.97), irrespective of charge, 

however the cations have a charge dependence and reach double the magnitude of the anions (Figure S26). 

Interestingly, for cations a strong (charge independent) linear correlation (R2=0.98) exists between 𝜇𝐴 and 
𝑞𝑖𝑜𝑛

𝑟𝑖𝑜𝑛+𝑟𝐾𝑟
 (Figure S26d). This resembles the Coulomb energy equation (however it should be 0 for all ions, 

due to no charge on Kr); but likely originates from charge-non-polar (−
𝑞𝑖𝑜𝑛

2 𝛼

2(4𝜋𝜀0)2𝑟4), as well as charge-

dipole (−
𝑞𝑖𝑜𝑛𝜇𝑐𝑜𝑠𝜃

4𝜋𝜀0𝑟2 ), pairwise potentials45. We can establish, that an induced dipole must roughly relate to 

the charge, polarisability and separation distance of the ion and Kr (𝜇~
𝛼

2𝑟(4𝜋𝜀0)
∙

𝑞𝑖𝑜𝑛

𝑟 ), with a faster radial 

decay due to the impermanence of the dipole in bulk environments.  
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SIES AND THERMORESPONSIVE POLYMER (PNIPAM) LCST  

The lower critical solution temperatures (LCST) of pNIPAM polymer brushes grafted to silica par-

ticles 46, has known SIEs constituting Hofmeister series for halide anions F⁻, Cl⁻, Br⁻ and I⁻, and aniso-

tropic ions CH3COO⁻, NO3⁻ and SCN⁻. In ref 46 these LCST were measured at a constant pH, constant 

concentration (1 M) with a constant cation (K+), and, due to the nature of these salts, they are likely dis-

sociated to similar extents47,48. Thus, the only parameter that is directly changing is the anion identity. 

Figure S2 shows the linear correlations between the LCST and a selection of 16 anion parameters 

sourced from existing literature - polarisability and Gaussian radius/volume49, surface tension, proton 

affinity, electron affinity, Lyotropic number, partial molar volume, molar refractivity, crystal radius, en-

thalpy of hydration, viscosity coefficient (Βη) and “softness”44, Pauling electronegativity50,51, Gourary-

Adrian radius52,53, and charge density54. The dashed lines in Figure S2 represent linear fits for the mona-

tomic ions only, as these should be the simplest to fit theoretically. In this way deviation from the idealised 

monatomic trends for the polyatomic ions can be readily visualised. 

Figure S2 shows a strong correlation between the pNIPAM brush LCST and these anion parameters 

in many cases. Those parameters which are correlated for polyatomic ions are of particular interest (i.e., 

proton affinity, and enthalpy of hydration (Hhyd)). Unsurprisingly, and despite a number of papers55,56 

showing reasonable correlations, the polarisability (Figure S2(a)) and molar refractivity (Figure S2(h)) 

fail as parameters for anisotropic ions (especially CH3COO⁻). However, the ion softness, which is loosely 

related to polarisability, appears to capture polyatomic behavior reasonably well for this small dataset. It 

deviates for SCN⁻, likely due to resonance allowing the formal charge to reside on both S and N. These 

properties may fail in predicting SIEs as they encapsulate the entire ion. This is presumed to be the cause 

of large deviations occurring upon further investigation of Hhyd. In the Lysozyme system55, SO4
2⁻ had 

poor agreement between Hhyd and the measured enzyme activity SIE (Figure S1 (c-d)), indicating a large 

effect of charge on Hhyd that was not shared by the enzyme activity.  

The viscosity B coefficient (Figure S2(k)) and surface tension (Figure S2(m)), which have been used 

to describe an ion’s structure making or breaking behavior, are prevalent explanatory and correlated pa-

rameters55 for Hofmeister effects. These also proved to be insufficient parameters for these LCST meas-

urements, especially for CH3COO⁻. There is some degree of qualitative agreement with the Hofmeister 

series, which could allow one to speculate a link, however, this may be a case of attempting to explain 

one subset of SIEs with another subset.  

The strong correlations with Pauling electronegativity (Figure S2(d)) and Lewis basicity57 warrants 

further investigation. Of course, electronegativity – an elemental parameter – is not well-defined for pol-

yatomic ions. In Figure S2(d), error bars are used to display the electronegativity values of different ele-

ments within the polyatomic ions. For example, data shown for CH3COO⁻, NO3⁻ and SCN⁻ are for O, N 

and S respectively, while the error bars indicate the positions of C, O and N, respectively. The trend will 

also fall apart for an ion such as ClO4⁻, which would therefore sit between CH3COO⁻ and Cl⁻, however 

ClO4⁻ is typically positioned near SCN⁻ and I⁻ in reported Hofmeister series. Lewis basicity, however, 

seemingly works as a polyatomic extension beyond the monatomic correlation, as Lewis basicity can 

capture an ion’s ‘site’ specificity, e.g. the Lewis basicity for CH3COO⁻ is likely a descriptor of the acidity 

of the carboxylate O atom. However, despite this strong correlation, Lewis basicity is generally parame-

terised for a particular system by investigating its affinity for a strong Lewis acid in an inert solvent 58, or 

in this case, the Gibbs energy of transfer 44. It is therefore system-specific, and not a fundamental inde-

pendent property of the ion itself. 

A strong linear correlation between LCST and parameters such as the Gaussian radius (Figure 

S2(b)) and volume (Figure S2(c)), Gourary-Adrian radius (Figure S2(g)), standard partial molar volume 

(Figure S2(f)) and crystal radius (Figure S2(i)) for the monatomic ions is a reasonable indicator that charge 

density could be an important ion parameter; since each of these ions has a constant −1 charge, as their 

size increases, their charge density decreases. The charge density (Figure S2(p)) itself does not appear to 

correlate linearly, however for this limited data set a higher order correlation can be visualised. These 

parameters, appear to deviate for anisotropic ions such as CH3COO⁻, which is comparatively large with 
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an uneven charge distribution, and occasionally SCN⁻, which has been stated to bind via the nitrogen atom 

for hard acids and via sulfur for soft acids59. This indicates a property other than those listed in Figure S2 

is required to describe polyatomic anisotropic ions. Figure S3 repeats this meta-analysis for the popularly 

used and well-performing ion parameters, for a larger anion dataset comprising the Gibbs energy of trans-

fer from water to methanol. 
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Figure S1. ϸ vs polarisability for two lysozyme examples. The c constant for fitting various sodium salts (high) concentration dependent 

effect on the phase transition temperature of lysosome vs (a) the polarisability and (b) ϸ and the activity of lysozyme activity in the presences 

of various sodium salts vs (c) their polarisability and (d) ϸ. Note (d) retains the strong correlation shown in (c) but also encompasses the 

CH3COO− ion into the series. Data for (a) and (b) from ref. 60, data for (c) and (d) from ref. 55. 
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Figure S2. Anion parameters vs pNIPAM LCST SIE series. Correlations between the LCST of pNIPAM polymer brush coated particles 

in 1 M aqueous solution 46 and common ion parameters; (a) polarisability49, (b) Gaussian radii49, (c) Gaussian volume49, (d) electronegativity 

of atoms in ions51, (e) proton affinity44, (f) standard partial molar volumes44, (g) Gourary-Adrian radii52, (h) molar refractions44, (i) crystal 

radius49, (j) negative enthalpy of hydration44, (k) viscosity B coefficients44, (l) lyotropic number44, (m) surface tension increment44, (n) 

electron affinity44, (o) softness44 and (p) charge density54. Black lines of best fits are for the halides only.  
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Figure S3. Anion parameters vs Gibbs Energy of transfer SIE series. Correlations between the anion Gibbs energy of transfer from water 

to methanol44 and common ion parameters; (a) radial charge density, ϸ, (b) calculated polarisabilities, (c) surface tension increment44, (d) 

Lyotropic number44, (e) negative standard molar enthalpies of hydration44, (f) molar refractions44, (g) viscosity B-coefficient44 and (h) ion 

radius44. R2 values and lines of best fit for all ions in plot. 
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Figure S4. Cation parameters vs Gibbs Energy of transfer SIE series. Correlations between the cation Gibbs energy of transfer from water 

to methanol44 and common ion parameters; (a) radial charge density, ϸ,  (b) calculated polarisabilities, (c) surface tension increment44, (d) 

Lyotropic number44, (e) negative standard molar enthalpies of hydration44, (f) molar refractions44, (g) viscosity B-coefficient44, (h) ion ra-

dius44. 
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Figure S5. GKS-EDA partitioning specific ion-solvent interactions from a cluster model. EDA schemes for elucidating ion-solvent interac-

tions, illustrated for a water solvent and SCN− ion. (a) EDA1 partitions the system into the bulk solvent, ion and single specifically interacting 

solvent molecule. (b) EDA2 partitions the system into bulk solvent and ion-solvent complex. 
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Figure S6. Anion-water GKS-EDA comparison with Lewis basicity index. SIE trends correlate well with the Lewis basicity index for 

1:1 anion-water (a) total interaction strength via a GKS-EDA calculation. Of the contributing energies, it appears that the majority of this 

correlation derives in (b) the electrostatic interaction. Whilst the electrostatics are of a weaker magnitude to the (c) exchange and (d) repulsion 

interaction energy contributions, the large repulsion energy is effectively cancelled out by the exchange and (e) polarisation. The (f) desolv-

ation and (g) correlation contributions appear are both comparatively small and appear to have little impact on the overall trends in this 

circumstance. 
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Figure S7. Cation-water GKS-EDA comparison with Lewis acidity index. SIE trends correlate well with the Lewis acidity index for 1:1 

cation-water (a) total interaction strength via a GKS-EDA calculation, albeit less convincingly than for anions. Of the contributing energies, 

it appears that the majority of this correlation derives from (b) the electrostatic interaction. For cations, the electrostatics are of a much greater 

magnitude to the (c) exchange and (d) repulsion interaction energy contributions, which deviate from the overall trends for divalent cations, 

contrary to the anions. The (e) polarisation, (f) desolvation and (g) correlation energies, as in the anions, are comparatively small and appear 

to have little impact on the overall trends in this circumstance. 
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Figure S8. Lewis strength comparison with the radial charge density, ϸ. Correlations between the Lewis strength (basicity for anions, 

acidity for cations) and the radial charge density for (a) anions and (b) cations. The empirical Lewis strength correlates well for the anions, 

however, appears vastly different for the cations – not displaying a single linear correlation. This is an example of the consistency of anions 

in comparison to the cations and highlights their fundamental differences. 
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Figure S9. Cation-water GKS-EDA comparison with ϸ. SIE trends correlate well with ϸ for 1:1 cation-water (a) total interaction strength 

via a GKS-EDA calculation. Of the contributing energies, it appears that the majority of this correlation derives from (b) the electrostatic 

interaction. For cations, the electrostatics are of a much greater magnitude to the (c) exchange and (d) repulsion interaction energy contribu-

tions, which deviate from the overall trends for divalent cations, contrary to the anions. The (e) polarisation, (f) desolvation and (g) correlation 

energies, as in the anions, are comparatively small and appear to have little impact on the overall trends in this circumstance. Trendlines for 

a given cation “family”. R2 values are for overall trends.  
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Figure S10. Single ion-water interaction energies for anions (left) and cations (right) as calculated by via SAPT2+3 in the gas phase 

into the contributions from the (a,b) electrostatics, (c,d) exchange, (e,f) induction and (g,h) dispersion. In general, there is a good correlation 

between the total interaction energies and each contribution for both anions and cations, with the most contrasting exception being for the 

(h) dispersion for cations, which appears to have an inverse, non-linear, charge dependent correlation; inversely correlating with the overall 

trends. In this case dispersion is a comparatively weak contribution to the total interaction energy, however in competitive interactions, this 

non-synergistic behavior with electrostatics might account for non-linear trends in observed SIE for cations. 
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Figure S11. C6 dispersion analysis on SIEs. The electrostatic potential energy (UE) of an ion with water vs the (unadjusted) viscosity-B 

coefficient44 for (a) anion and (b) cations, and vs the Gibbs energy of Transfer44 for (c) anions and (d) cations. The MCLF C6 dispersion 

coefficient3 vs the viscosity-B coefficient  for (e) anion and (f) cations, and vs the Gibbs energy of Transfer for (g) anions and (h) cations. 

This shows a strong correlation between the dispersion and these electrolyte properties for the tertiary- alkyl ammonium cations; whilst the 

electrostatics forces appear more correlated for the other anions. 
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Figure S12. Shielded ions. A comparison of the Gibbs energy of transfer from water to non-aqueous solvents for tetraphenylphosphonium 

(Ph4P+) and tetraphenylborate ions (BPh4⁻) reveals these ions share near identical values despite their opposing charges. 
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Figure S13. Visualisation of the partitioned radial charge density. Example radial moments with units (Å), partial charge (e⁻) and ϸ 

values (×10-10 C·m-1). Anisotropic ions like SCN⁻, might use some combination (e.g., the average) of ϸ values on their charge dense atoms 

due to self-competitive behavior of binding. Anisotropic ions, but pseudo-symmetric, like CH3COO⁻, have equal ϸ values on each oxygen, 

so self-competitive behavior of bind will result in the same effect. Isotropic polyatomic ions, like SO4
2⁻, might be better treated as “Spheres”. 

See supporting text. 
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Figure S14. Coordination number adjustment. Adjusting bulk aqueous electrolyte properties by the ions’ coordination number partially 

accounts for prior trend deviations, especially for polyatomic polyvalent anions, as shown here for enthalpy of hydration (a, b) and the 

viscosity B-coefficients (c, d). Some anisotropic effects would further occur here as well, as these are not inherently included in a single ϸ 

value. 
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Figure S15. Anion Gibbs energy of transfer from water to non-aqueous solvents. Ordered in terms of their relative gradients, the Gibbs 

energies of ion transfer from water to (a) trifluoroethanol, (b) ethylene glycol, (c) 1-butanol, (d) methanol, (e) ethanol, (f) formamide, (g) N-

methyl formamide and (h) 1-propanol vs ions’ calculated radial charge distribution (left) and polarisability (right) values. Data from ref 44. 

Outliers included. 
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Figure S16. Anion Gibbs energy of transfer from water to non-aqueous solvents. Ordered in terms of their relative gradients, the Gibbs 

energies of ion transfer from water to (a) ammonium, (b) nitromethane, (c) dimethyl sulfoxide, (d) pyridine, (e) hexamethyl phosphoramide, 

(f) 1,1-dichloroethane, (g) acetonitrile and (h) 1,2-dicholorethane vs ions’ calculated radial charge distribution (left) and polarisability (right) 

values. Data from ref 44. Outliers included. 



 

 

24 

 

Figure S17. Anion Gibbs energy of transfer from water to non-aqueous solvents. Ordered in terms of their relative gradients, the Gibbs 

energies of ion transfer from water to (a) nitrobenzene, (b) propylene carbonate, (c) N‐methyl pyrrolidinone, (d) N,N-dimethyl acetamide, 

(e) N,N-dimethyl formamide, (f) acetone and (g) tetramethylene sulfone vs ions’ calculated radial charge distribution (left) and polarisability 

(right) values. Data from ref 44. Outliers included. 
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Figure S18. Thermoresponsive polymeric systems. SIE trends in the temperature response of various polymeric systems correlate well 

with the radial charge density of the ion, ϸ. (a) pNIPAM coated silica particles aggregation temperature with K+ salts at 1M46. (b) Na+ salt 

concentration dependence of free pNIPAM LCST61. (c) Na+ salt concentration dependence, c, representing the protein/water interfacial 

tension relevant to the lysozyme cloud point60. (d) Critical solution temperature of  dispersions of superparamagnetic iron oxide nanoparticles 

grafted with poly(2-isopropyl-2-oxazoline)62. (e) Critical solution temperature of poly(2-ethyl-2-oxazoline) with a MW of ~500 000g/mol63. 

(f) Cloud point of  poly(N-acryloylsarcosine methyl ester) in 500mM Na+ salts64. (g) Poly(N-vinylcaprolactam) LCST with 100mM K+ 

salts65. The linear concentration dependence of the LCST for elastin-like polypeptides (h) ELP V5-120 and (i) ELP V5A2G3-12066.  
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Figure S19. SN2 reactions and effective surface area. The relationship between the effective surface area adjusted reaction rate41 and ϸ. 

The surface area was adjusted by the percent of the surface area of the molecule that could be assigned to the reacting atoms at which the 

radial charge density, ϸ, was also calculated. This is to adjust for collision theory and the percent of collisions that would take place with an 

appropriate orientation. The surface area was assigned to each atom via an IsoDensity Surface analysis41 as implemented in AIMAll40.  
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Figure S20. Biological specific ion effects. SIE trends in many biological systems correlate well with the radial charge density, ϸ, of the 

anions present in the system. (a) The square root of the relative HSV-1 protease activity67. (b) The natural logarithm of the HIV-1 protease 

activity68. (c) Myosin enzyme activity at 2M K+ salt69. (d) The rate of chloride exchange between red blood cells and electrolyte media at 

0°C and pH 7.4070. (e) Molal salting-out constants for hemoglobin71,72. (f) Reversal potential of γ-aminobutyric acid in the inhibitory postsyn-

aptic membrane of the crayfish neuromuscular junction73. (g) The concentration of Na+ salts required for 50% inhibition of flavin-adenindi-

nucleotide74. (h) The relative response of blowfly salt receptors to 1M K+ salts75. (i) The lyotropic numbers of salts based off the heat of 

hydration of agar44,76. 
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Figure S21. Bimolecular SN2 reactions in aqueous and non-aqueous solvents. (a) The reaction rate of bimolecular SN2 reactions in 

various solvents41 as a function of the solvent’s Gutmann acceptor number, AN. A series reversal occurs when moving from low to high AN 

values. (b) The gradient of this relationship as a function of the nucleophile’s radial charge density, ϸ. 
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Figure S22. Radial charge density comparison with the electrostatic potential energy of interaction between the ion and water. The 

ϸ values compared to the electrostatic (UE) calculation of the ion with water based on DDEC6 radial moments and partial charges for (a) 

anions and (b) cations. ϸ has the practical advantage that only the ion must be known rather than the entire system (also decreasing error 

propagation from the extra degrees of freedom introduced when adding in further parameters and terms). A strong correlation exists between 

ϸ and the electrostatic potential energy of interaction (UE) with an anion and a water hydrogen. This correlation is not as persistent for cation 

electrostatic potential energies of interaction with a water oxygen. likely due to the larger dipole on the oxygen requiring attention and the 

decreasing cation radius with charge. For anions, the radius of the anion is the dominant term in the denominator (rion + rsolvent) of the Coulomb 

energy equation, whereas for cations, the solvents oxygen radius is comparable (and therefore non-negligible). 
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Figure S23. Cation Gibbs energy of transfer from water to non-aqueous solvents. Ordered in terms of their solvent donor number, the Gibbs 

energies of ion transfer from water to (a) ammonia, (b) hexamethyl phosphoramide, (c) pyridine, (d) diethyl amine, (e) dimethyl sulfoxide, 

(f) dimethylacetamide, (g) N‐methyl pyrrolidinone and (h) N-methyl formamide vs ions’ calculated radial charge distribution (left) and 

polarisability (right) values. Data from ref 44. Outliers included. 
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Figure S24. Cation Gibbs energy of transfer from water to non-aqueous solvents. Ordered in terms of their solvent donor number, the 

Gibbs energies of ion transfer from water to (a) N,N-dimethyl formamide, (b) formamide, (c) ethylene glycol, (d) 1-butanol, (e) 1-propanol, 

(f) ethanol, (g) methanol and (h) 𝜸-butyrolactone vs ions’ calculated radial charge distribution (left) and polarisability (right) values. Data 

from ref 44. Outliers included. 

  



 

 

32 

 

Figure S25. Cation Gibbs energy of transfer from water to non-aqueous solvents. Ordered in terms of their solvent donor number, the 

Gibbs energies of ion transfer from water to (a) acetone, (b) propylene carbonate, (c) tetramethylsilane, (d) acetonitrile, (e) nitrobenzene, (f) 

nitromethane, (g) 1,1-dichloroethane and (h) 1,2-dichloroethane vs ions’ calculated radial charge distribution (left) and polarisability (right) 

values. Data from ref 44. Outliers included. 
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Figure S26. Induced dipole on inert gas. The magnitude of the induced dipole (𝝁𝑨) on a Krypton atom in the presence of (a) anions and (b) 

cations, calculated on MP2/aug-cc-pVQZ(-PP/-X2C) optimised structures via DDEC61,43, with respect to ϸ. There appears to be a charge 

effect in cations that does not similarly manifest for the anions. When utilising a more complete electrostatic energy term “UE”, both anion 

(c) and cation (d) trends here appear to improve. Further discussion on the meaning of “UE” here is in the supplementary text – Kr Induction. 
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Figure S27. Donor Number Analysis (monovalent). Monovalent monatomic cation Gibbs energy of transfer from water to non-aqueous 

solvents with respect to the solvents Gutmann Donor Number (DN) for (a) H+, (b) Li+, (c) Na+, (d) K+, (e) Rb+, (f) Cs+, (g) Ag+ and (h) Tl+. 

Data from ref 44. Note DN of water is 18.  
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Figure S28. Donor Number Analysis (polyatomic). Polyatomic cation Gibbs energy of transfer from water to non-aqueous solvents with 

respect to the solvents Gutmann Donor Number (DN) for (a) NH4
+, (b) N(CH3)4

+, (c) N(C2H5)4
+, (d) N(C3H7)4

+, (e) N(C4H9)4
+ and (f) 

Ph4As+. Data from ref 44. Note the DN of water is 18. 
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Figure S29. Donor Number Analysis (Divalent). Divalent cation Gibbs energy of transfer from water to non-aqueous solvents with respect 

to the solvents Gutmann Donor Number (DN) for (a) Zn2+, (b) Cu2+, (c) Cd2+, (d) Hg2+, (e) Pb2+ and (f) Ba2+. Data from ref 44. Note the DN 

of water is 18. 
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Figure S30. Anion electrostatic potential energy analysis on SIEs. SIE trends correlate widely with the anion-solvent Coulombic interac-

tion, as measured here by the UE – the electrostatic energy between the ion and a positive water dipole located on a H atom. (a) Specific ion 

– water interactions calculated from first-principles. (b) Experimental enthalpies of hydration per coordinating water molecule 44. (c) Vis-

cosity-B coefficients44 of electrolyte solutions per coordinating water molecule (see also Figure S14). (d) Diffusion coefficients of ions in 

water44. (e) Gibbs free energies of ion transfer from water to methanol44. (f) ΔLCST of pNIPAM-coated silica particles in 1M electrolyte 

solutions46. (g) SN2 reaction rate of iodomethane and ionic nucleophiles in methanol77. (h) Activity of a human rhinovirus78. (i) Temperature 

dependence of the cloudpoint of a lysozyme enzyme60 . Halide anions (○) include F⁻, Cl⁻, Br⁻ and I⁻; isotropic polyatomic anions (x) include 

ClO4⁻ and PF6⁻; anisotropic polyatomic anions include CH3COO⁻, SCN⁻, NO3⁻, N3⁻, H2PO4⁻, HSO4⁻, CN⁻, (purple x), isotropic polyvalent 

anions include SO4
2-, PO4

3⁻ (+), anisotropic polyvalent anions include S2O3
2⁻, CO3

2⁻, HPO4
2⁻, SO3

2⁻ (grey +). All data in (b)-(i) have a 

common counter-cation, quantum chemical data in (a) do not have a counter-cation. A full list of UE values for anions is provided in Table 

S2 and SI data.  
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Figure S31. Analysis of the correlation between cation-water electrostatic potential energy and SIE’s. SIE trends for cations do not 

always arise from cation-solvent Coulombic interaction, however a full treatment of the electrostatic energy of interaction between the cation 

and a negative water dipole located on an O atom (UE), appears to improve correlations in (a-c). (a) Specific ion – water interactions 

calculated from first-principles. (b) Experimental enthalpies of hydration per coordinating water molecule44. (c) Viscosity-B coefficients44 

of electrolyte solutions per coordinating water molecule. (d) Diffusion coefficients of ions in water44. (e) Gibbs free energies of ion transfer 

from water to methanol44. (f) ΔLCST of pNIPAM-coated silica particles in 1M electrolyte solutions46. Monovalent alkali metal cations (red 

circles) include Li+, Na+, K+, Rb+ and Cs+; polyatomic cations include NH4
+, N(CH3)4

+, N(C2H5)4
+, N(C3H7)4

+, N(C4H9)4
+ (green cross) and 

guanidinium+ (light green cross); monatomic divalent alkaline earth metals include Be2+, Mg2+, Ca2+, Sr2+, Ba2+ (orange squares) and each 

set of data displayed has a common (or no) anion. A full list of UE values for cations is provided in Table S3.  
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Figure S32. Cation-water GKS-EDA comparison with the electrostatic potential energy of interaction (UE) as calculated via Coulomb’s 

Law using DDEC6 for charge and radial parameters. SIE trends correlate well with UE for 1:1 cation-water (a) total interaction strength via 

a GKS-EDA calculation. Of the contributing energies, it appears that the majority of this correlation derives from (b) the electrostatic inter-

action. For cations, the electrostatics are of a much greater magnitude to the (c) exchange and (d) repulsion interaction energy contributions, 

which deviate from the overall trends for divalent cations, contrary to the anions. The (e) polarisation, (f) desolvation and (g) correlation 

energies, as in the anions, are comparatively small and appear to have little impact on the overall trends in this circumstance. Trendlines and 

R2 values are for all ions. 
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Figure S33. Level of theory dependence on DDEC6 analysis. The (a) charge and (b) radial moments obtained from DDEC6 for (c) ϸ 

calculations are largely independent of the level of theory. Multivalent anions benefit from a larger basis set to capture the full radial moment, 

albeit this is relatively minor.  



 

 

41 

Table S2. Anion Parameters - average (x,y,z) polarisability (αavg), dispersion coefficients (C6), cube root of r-cubed moment 

(√〈𝐫𝐢𝐨𝐧
𝟑 〉

𝟑
), atomic charge (qion), site-specific radial charge density (ϸ) and the electrostatic potential energy of interaction be-

tween the ion and water (UE [X⁻-H2O]). 

Ion αavg (Å
3) C6 (a.u.) 

√〈rion
3 〉

3
 

(Å) 

qion 

(a.u.) 

ϸ 

(×10-10 

C·m-1) 

UE
† 

[X⁻-H2O] 

(kJ·mol-1) 

F⁻ 1.22 92 1.85 -1.00 -8.64 -213 

Cl⁻ 4.22 365 2.56 -1.00 -6.25 -167 

Br⁻ 5.84 571 2.85 -1.00 -5.63 -154 

I⁻^ 9.40 807 3.27 -1.00 -4.90 -138 

 
OH⁻O 

1.69 142 2.10 -1.23 -9.42 -241 

 
OH⁻ TOT 

2.77 184 2.16 -1.00 -7.40 -191 

  
SH⁻S  

5.82 515 2.78 -1.11 -6.39 -174 

    
SH⁻TOT  

7.00 613 2.82 -1.00 -5.68 -155 

 
CN⁻N* 

1.34 57 1.83 -0.60 -5.24 -129 

 
CN⁻N 

1.34 57 1.83 -0.51 -4.45 -110 

 

CN⁻C 

2.70 92 2.04 -0.49 -3.86 -98 

 
CN⁻TOT  

4.04 293 2.44 -1.00 -6.55 -174 

 
NCS⁻S 

4.40 310 2.50 -0.69 -4.40 -117 

    
NCS⁻avg 

3.30 184 2.14 -0.65 -4.98 -127 

 
NCS⁻N 

2.20 57 1.78 -0.62 -5.56 -136 

    
NCS⁻TOT 

7.60 959 2.95 -1.00 -5.43 -150 

 
N₃⁻N 

2.51 84 1.85 -0.69 -5.99 -148 

 
N₃⁻TOT 

5.57 534 2.52 -1.00 -6.35 -170 
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I₃⁻I

^
 

11.18 621 3.03 -0.48 -2.52 -70 

 
I₃⁻TOT

^
 

25.01 5154 4.30 -1.00 -3.72 -110 

 
NO₂⁻O 

1.50 57 1.74 -0.55 -5.05 -122 

 
NO₂⁻TOT 

3.73 431 2.47 -1.00 -6.48 -172 

 
NO₃⁻O 

1.31 40 1.66 -0.60 -5.78 -138 

 
NO₃⁻TOT 

4.19 541 2.56 -1.00 -6.26 -168 

 
ClO₄⁻O 

1.13 33 1.63 -0.63 -6.15 -146 

 
ClO₄⁻TOT 

5.08 942 2.90 -1.00 -5.53 -152 

 
picrate⁻O

*
 

1.82 26 1.58 -0.47 -4.80 -113 

 

picrate⁻O
*

 

2.27 24 1.56 -0.45 -4.58 -107 

 

picrate⁻O
*

 

2.58 25 1.56 -0.42 -4.35 -102 
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picrate⁻TOT
* 

21.91 7877 3.97 -1.00 -4.03 -117 

 
PF₆⁻F 

0.61 17 1.48 -0.49 -5.26 -121 

 
PF₆⁻TOT 

4.26 1046 2.94 -1.00 -5.44 -150 

 
CH₃COO⁻O 

5.72 49 1.73 -0.77 -7.12 -172 

 
CH₃COO⁻ TOT 

5.72 855 2.77 -1.00 -5.79 -158 

 
CF₃SO₃⁻F 

0.73 14 1.43 -0.25 -2.76 -63 

 
CF₃SO₃⁻O 

1.20 34 1.65 -0.67 -6.46 -154 

 
CF₃SO₃⁻TOT 

6.68 1751 3.22 -1.00 -4.98 -140 

 
HCO₂⁻O 

1.28 52.6 1.73 -0.72 -6.67 -162 

 
HCO₂⁻H 

0.77 6.2 1.01 -0.10 -1.63 -33 

 
HCO₂⁻TOT 

4.07 473 2.49 -1.00 -6.43 -171 
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HCO₃⁻O 

1.18 45 1.71 -0.81 -7.55 -182 

 
HCO₃⁻O 

0.83 31 1.65 -0.69 -6.74 -161 

 
HCO₃⁻TOT 

4.31 602 2.63 -1.00 -6.10 -164 

 
HSO₄⁻O 

1.08 37 1.67 -0.78 -7.47 -179 

 
HSO₄⁻TOT 

5.38 1034 2.94 -1.00 -5.45 -150 

  
H₂PO₄⁻O 

0.72 28.4 1.64 -0.78 -7.60 -181 

 
H₂PO₄⁻O 

1.07 45 1.73 -0.94 -8.71 -211 

 
H₂PO₄⁻TOT 

5.70 1149 3.00 -1.00 -5.35 -148 

O²⁻ 5.58 1767 3.14 -2.00 -10.20 -285 

S²⁻ 15.54 4501 3.79 -2.00 -8.46 -244 

 
SO₃²⁻O 

1.97 125 1.94 -0.88 -7.25 -181 

 
SO₃²⁻TOT 

9.73 1992 3.29 -2.00 -9.74 -274 

 
SO₄²⁻O 

1.34 68 1.80 -0.92 -8.19 -200 
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SO₄²⁻TOT 

6.52 1632 3.13 -2.00 -10.25 -286 

 
S₂O₃²⁻O 

1.38 59 1.75 -0.81 -7.39 -180 

 
S₂O₃²⁻S 

6.04 510 2.71 -1.04 -6.15 -167 

 
S₂O₃²⁻TOT 

11.37 2825 3.52 -2.00 -9.09 -259 

  
HPO₄²⁻O 

1.25 84 1.87 -1.07 -9.21 -228 

HPO₄²⁻TOT 

7.21 1814 3.19 -2.00 -10.05 -281 

 
C₂O₄²⁻O 

1.57 67 1.79 -0.77 -6.93 -169 

C₂O₄²⁻TOT 

7.62 1807 3.13 -2.00 -10.24 -286 

 
CO₃²⁻O 

1.68 110 1.92 -0.99 -8.28 -207 

 
CO₃²⁻TOT 

6.14 1246 2.92 -2.00 -10.98 -302 

 
PO₄³⁻O 

1.67 196 2.08 -1.19 -9.20 -234 



 

 

46 

  
PO₄³⁻TOT 

11.03 3846 3.53 -3.00 -13.63 -389 

 
citrate³⁻O

* 

2.72 66 1.78 -0.87 -7.82 -191 

 
citrate³⁻O

* 

1.63 45 1.71 -0.77 -7.19 -173 

 
citrate³⁻O

* 

0.79 27 1.62 -0.61 -6.01 -143 

citrate³⁻TOT
* 

19.07 7576 3.99 -3.00 -12.04 -350 

 

The subscript on polyatomic ions indicates which atom the parameters are for; TOT indicates the entire 

polyatomic ion. 

^ MP2/aug-cc-pVQZ-PP; * M06-2X/aug-cc-pVDZ; ** literature charge value. 
†UE calculated via Coulombs Law using 0.4 as the partial positive charge and 0.73 for the hydrogen radial 

component for water. 
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Table S3. Cation Parameters - average (x,y,z) polarisability (αavg), dispersion coefficients (C6), cube root of r-cubed moment 

(√〈𝐫𝐢𝐨𝐧
𝟑 〉

𝟑
 ), atomic charge (qion), site-specific radial charge density (ϸ) and the electrostatic potential energy of interaction 

between the ion and water (UE [M+-OH2]). 

Ion 
αavg 

(Å3) 
C6 (a.u.) 

√〈rion
3 〉

3
 

(Å) 

qion 

(a.u.) 

ϸ 

(×10-10 

C·m-1) 

UE
†
 

[M+-OH2] 

(kJ·mol-1) 

 
H₃O⁺H 

0.19 0 0.59 0.55 14.84 -275 

 
H₃O⁺TOT 

0.91 28 1.55 1.00 10.33 -349 

Li⁺ 0.03 0 0.51 1.00 31.61 -520 

Na⁺ 0.07 1 1.05 1.00 15.24 -414 

K⁺ 0.80 20 1.73 1.00 9.24 -330 

Rb⁺ 1.25 50 2.09 1.00 7.68 -298 

Cs⁺ 2.55 168 2.63 1.00 6.08 -260 

 
NH₄⁺H

*
 

0.25 0.6 0.64 0.42 10.59 -207 

 
NH₄⁺TOT

*
 

1.35 51 1.67 1.00 9.60 -336 

N(CH₃)₄⁺H
*
 0.49 1.3 0.78 0.15 3.12 -70 

 
 N(CH₃)₄⁺TOT

*
 

7.95 1499 2.97 1.00 5.40 -241 

N(C₂H₅)₄⁺H
*
 0.93 1.4 0.77 0.16 3.42 -76 

  
N(C₂H₅)₄⁺TOT

*
 

14.80 4915 3.64 1.00 4.40 -210 

N(C₃H₇)₄⁺H
*
 0.31 1.2 0.78 0.16 3.28 -73 

 
N(C₃H₇)₄⁺TOT

*
 

21.98 10614 4.15 1.00 3.86 -191 

N(C₄H₉)₄⁺H
*
 0.54 1.2 0.78 0.14 3.24 -65 
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N(C₄H₉)₄⁺TOT

*
 

29.14 18650 4.55 1.00 3.52 -179 

 
PAN⁺H 

0.53 0.6 0.66 0.37 8.83 -177 

 
PAN⁺TOT 

6.20 925 2.74 1.00 5.86 -254 

 
guanidinium⁺H 

0.46 0.7 0.67 0.38 9.12 -185 

 
guanidinium⁺TOT 

4.79 635 2.60 1.00 6.16 -262 

 
bmim⁺H

*
 

0.96 1.6 0.78 0.16 3.36 -75 

 
bmim⁺TOT

*
 

15.64 5355 3.64 1.00 4.40 -210 

 
bm2im⁺H

*
 

0.79 1.3 0.77 0.17 3.62 -81 

 
bm2im⁺TOT

*
 

17.31 6589 3.78 1.00 4.24 -204 

 
bmpy⁺H

*
 

0.50 1.3 0.78 0.15 3.02 -68 

 
bmpy⁺TOT

* 

16.15 5850 3.74 1.00 4.29 -206 
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CH₃⁺C 

0.42 14 1.42 0.32 3.64 -118 

 
CH₃⁺H 

0.29 0.7 0.69 0.23 5.24 -108 

 
CH₃⁺TOT 

1.29 39 1.57 1.00 10.21 -347 

Be²⁺ 0.01 0.01 0.36 2.00 87.82 -1115 

Mg²⁺ 0.05 0.5 0.90 2.00 35.79 -880 

Ca²⁺^^ 0.48 8.4 1.53 2.00 20.94 -702 

Sr²⁺^^ 0.85 25 1.87 2.00 17.14 -633 

Ba²⁺^^ 1.54 722 2.37 2.00 13.50 -553 

B³⁺ 0.00 0.002 0.29 3.00 168.61 -1744 

Al³⁺ 0.02 0.2 0.78 3.00 61.44 -1382 

Ga³⁺ 0.15 1.6 1.26 3.00 38.03 -1150 

In³⁺^ 0.41 7.2 1.72 3.00 28.02 -994 

Tl³⁺^ 0.71 16 1.99 3.00 24.13 -918 

 

The subscript on polyatomic ions indicates which atom the parameters are for; TOT indicates the entire 

polyatomic ion. 

^ MP2/aug-cc-pVQZ-PP; ^^ MP2/aug-cc-pVQZ-X2C; * M06-2X/aug-cc-pVDZ; 
†UE calculated via Coulombs Law using -0.79 as the partial negative charge and 1.61 for the oxygen radial 

component for water. 
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Data S1. (separate file) 

data_sho_submit.xlsx contains: 

“ShoTable” - extended data from Tables S2-3 

“Fig 2 and 4 Data” – data presented in Figure 2 and 4 of the main text and Figures S29-30 

“Fig 3 a + outliers” – extended data from Figure 3 a. and Figures S14-16 

“Fig 3 b” – data from Figure 3 b 

“Cation GFET” – data for Figures S23-25 

“Cation GFET2” – data for Figures S27-29 

“Polymers” – extended data for Figure S18 

“BIOL” – extended data for Figure S20 

“SN2” – data for Figure S21 

“Inert” – extended data for Figure S26 

“SAPT data” – SAPT data for Figure S10 

“cation vs anion charge states” – mathematical logic for sho cation and anions trends with electrostatics 

Data S2. (separate file) 

acetate_DDEC6_mp2_aug-cc-pvqz contains: 

“acetate.xyz” – acetate starting geometry. 

“acetate_mp2_aug-cc-pvqz_DDEC6.com” – Gaussian geometry optimisation input file 

“acetate_mp2_aug-cc-pvqz_DDEC6.out” – Gaussian geometry optimisation output file 

“acetate_mp2_aug-cc-pvqz_DDEC6.output” – DDEC6 output file 

“acetate_mp2_aug-cc-pvqz_DDEC6.wfx” – Wave function file (output from Gaussian optimisation) 

“acetate_mp2_aug-cc-pvqz_DDEC6.chk” – checkpoint file (output from Gaussian optimisation) 

“job_control” – parameter file for DDEC6 calculation 

“DDEC*” – a series of output files from the DDEC6 calculation 

“overlap_populations.xyz” – overlap populations output from Gaussian. 

“sho_data” – preliminary ϸ data output generated via an analysis script. 

MCLF: input and output files for an MCLF dispersion coefficient calculation 

TSSCS input and output files for an TSSCS dispersion coefficient calculation 
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