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1 Dependency of the hyperpolarisability upon the local chemical
environment of the molecule
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Fig. S1 Variation of the non-zero components of the hyperpolarisability as a function of the average length of the
hydrogen bonds around the considered molecule.



2 Determining the second-order electric susceptibility from ex-
perimental SHG signals
2
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3 Theoretical background

In nonlinear optics experiments, the molecules located at the interface are embedded
in an applied optical field that corresponds to an external electric field.1*4 This latter
consistently induces a polarisation, P(¢), which, if we assume that the polarisation at
time t solely depends on the instantaneous value of the electric field strength, can be
expressed under its general form as a power: 154

P(r) = PO +PH () + P (1) +- - (S4)

where P (¢) is the n-order polarisation term. Since second-order nonlinear phe-
nomena such as SHG mostly result from second-order effects, the higher-order terms
can be neglected when investigating the aforementioned techniques. Therefore, the
induced polarisation can be expressed under a general form for second-order phe-
nomena as follows:

P(t) = PY () + PP (1). (S5)

Although both the above-mentioned polarisation terms depend on the electric field
strength, E(¢), the dependence of P(!)(¢) upon the electric field strength is linear while



this of P()(¢) is nonlinear. For a lossless and dispersion-less medium, this latter term
can also be written as a function of frequencies:

P2 (w3) = eox'¥ (w3, a0, o) E(0;)E(w,) (S6)

where & is the vacuum permittivity and x(? is the second-order nonlinear optical
susceptibility. Generally speaking, in nonlinear optics, @; is a linear combination of
o; and @,, where w3 is the frequency of the induced polarisation and w; and @, are
the frequencies of the incident beams.? In SHG, w; = @, and w3 = 2w;, which allows
one to express the global induced polarisation under a SHG-specific form, including
the linear term, as:

P2o) = &y VE(0)+ gy YE(0)E(0) (S7)

where ¥V is the linear susceptibility. This second-rank tensor represents the con-
stants of proportionality relating linearly the field amplitude to the polarisation. Be-
sides, the 27 components of the third-rank yx(? tensor link the product of field am-
plitudes to the nonlinear polarisation. Restrictions resulting from various symmetries
can be applied to the 27 components of y(?), therefore reducing significantly the
number of independent components of x(?). First, for second-order phenomena, the
two last indices of xl.zjk, J and k, can be interchanged in the second-order polarisation

xizjk(a)n + O, O, 0) Ex (0 Ej(0,) as long as the last two frequency arguments, » and
m, are also interchanged. This symmetry, known as intrinsic permutation symmetry,
results from the fact that the two fields can equally be first and second in the product

E;(ow,)E(®y). Hence, since X,'(J'Z) = xi(kzj), the number of independent components of

x? is reduced to 18. 134 Furthermore, for a lossless medium, all the components
of x@ are real and, therefore, the full permutation symmetry can be applied. This
condition states that all the frequency indices of ¥ can be interchanged as long as
the Cartesian indices are also interchanged. Albeit the components of ¥(?) generally
depend on the frequencies of the applied fields, they can be considered as constant
under the assumption of the instantaneous response made for nonlinear optics, which
corresponds to the Kleinman symmetry.*> Combined with the full permutation sym-
metry, it allows one to write xl(jzk) = X,(/i) = x,gj) = l(kzj) = ](lzk) = X/Efz)’ which reduces
the number of independent components of the nonlinear second-order susceptibility
to 10 whenever the Kleinman symmetry condition is valid, i.e., if the dispersion of
the susceptibility can be neglected. Discussions about this assumption can be found
further. Additionally, in the case of an interface along the (Oxy) plane, the x and y
directions are equivalent in average and, consistently, the z-axis is a fourfold axis of
symmetry. Those additional symmetries further reduce the number of independent
components of (2.

In SHG experiments, x(? links the polarisation angle of the incident light, ¥, to the
S-, P-, and 45-polarised components of the harmonic intensity, which is the measur-
able quantity. Experimentally, considering the isotropy of the surface (located along
the (Oxy) plane) and for a water/air interface, ¥ contains only three nonzero com-

ponents, namely, xz(zzz), xgg, and xgz) 1@ therefore links the microscopic properties,
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which can be investigated by means of atomistic simulations, to the macroscopic SHG
intensities, which correspond to the experimental responses. Considering Eq. 2@
can be determined by applying a series of external electric fields to a system and sub-
sequently calculating the induced polarisation, P, which can be easily related to the

electric dipole moment, p:

_P
= (S8)

where V is the volume cell. For practical convenience, authors generally rather con-
sider the induced surface polarisation,®* which is defined as follows:

| JR (S9)

where S is the area of the interface. In what follows, we will only use the surface
polarisation and, according to Eq. the surface first- and second-order electric
susceptibilities, xs(l) and %3(2)’ respectively. Using a surface polarisation and surface
electric susceptibilities allowed comparing the responses from an interface to another
when the values of the components of the electric susceptibilities were used instead
of their ratios. For a finite system like a molecule, the electric dipole moment p of a
collection of i undifferentiated point charges (positive or negative), ¢;, at positions r;

is defined as:
P = Zqil‘l’. (810)

Provided that the negative and positive charges of the system are differentiated,
Eq. can be also expressed as a function of an ionic and an electronic contri-
butions:

P = Pion t Pelec (811)

The ionic contribution, which calculation is quite trivial, is related to the positions of
ions in space, R;, and to the net charge that they carry, Z;. This latter corresponds to
their atomic number in the case of all-electron calculations or to their valency charge
in the case of pseudo-potentials calculations:

Pion = ) ZR; (S12)
i

Besides, obtaining the electronic term, p,s., in Eq. is not straightforward since,
unlike nuclei, electrons cannot be, a priori, considered as localised points.’? Among
the few methods that can be used to obtain p,;.. in the Modern Theory of Polari-
sation, 713 the Maximally Localised Wannier Functions (MLWF) represent the less
computational-costly and the most accurate option. The Wannier functions, which
correspond to the localised, i.e. the Fourier-transform, equivalent of the Bloch func-

tions, can be defined, for the electron band n, as: 14716
v, »
WaR) = (2;’;3 /B e Ry d (513)



Since the Wannier functions are localised, the average position of the electrons in
a given electronic band n, which is called the Wannier centre, can be calculated as

follows: y
- cell . 3
= \Y%
o (2m)3 /Bz<unk|l ok} (514

Consistently, the Wannier centres can be seen as electronic localised point charges
in this formalism.1” Hence, the electronic contribution to the electric dipole moment
(Eq. can be expressed as a function of the Wannier centres (Eq. [S15): each
Wannier centre describes an occupied Wannier function, i.e., an electron band which,
in the case of a water molecule, carries consistently a net charge exactly equal to -2:

occ

Pelec = _221_'11 (815)
n

The total electric dipole moment for a given molecule can therefore be calculated
using the positions of the Wannier centres, ,, the positions of the ions, x;, and their
net charges, ¢;, as follows: 1718

occ

P =Y (qx)” —2) (F)"". (S16)
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4 Detailed method

4.1 Determining the interface dipole contribution to the surface polarisation

For the two considered simulation boxes, snapshots were regularly extracted from the
CMD simulations. On these snapshots, the positions of the ions were potentially first
relaxed through a sequence of wave function optimisations using the above-described
settings. The results about the influence of the geometry optimisation are available
and discussed in SI. Then, regardless of this eventual geometry relaxation, an ex-
ternal electric field was applied to the system using the Berry phase.1?20 The wave
function was optimised in presence of the electric field, without however relaxing the
ions positions. The MLWFs were subsequently determined and their corresponding
Wannier centres localised.?!' This procedure was performed for the 25 different exter-
nal electric fields applied on each snapshot (see Table S1 and Fig. 1b). Among those
25 fields, some were collinear to a given box simulation axis while some were not
collinear, i.e., presenting two non-zero components. This allowed determining the
interaction terms existing between the different components of the electric fields. For
instance, xs(%gcz is the coefficient that links P . to E\E; and its determination requires
that both E, and E, are non-zero. Moreover, on each direction (collinear to the main
axes or not), several intensities of the electric field were applied to (1) maximise the
accuracy of the determination of the interaction coefficients and (2) to correctly de-
termine the quadratic coefficients (e.g. xs(zzlx or xs(?zz). On overall, the 25 different
applied external electric fields finely sampled all the domain of fields, as displayed in
Fig. 1b, which provided the conditions for an efficient least-squares fitting. After the
25 different DFT calculations were carried out on a given snapshot, each side of the
water slab along the z-axis was considered separately to avoid the influence of the
second interface (which presence is due to the periodicity of the simulation box) on
the global surface polarisation. For that, water molecules were divided in two groups
based on the z-coordinate of the molecular referential point (Step 2 in Fig. S2). The
influence of the selected reference on the final responses was thoroughly investigated
in section SI. In the whole study, when nothing is specified, the molecular referential
point is defined as the oxygen atom of the molecule.
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Fig. S2 Procedure to calculate the 3 independent non-zero components of xs(z) from a given snapshot. (1) The

wave function was optimised in presence of an electric field to determine the coordinates of the Wannier centres;
(2) The water slab was cut in two parts with regard to the z-coordinate of the molecular referential point of the
molecules; (3) The bottom part was returned by applying 7 = —z on all the ions and Wannier centres coordinates
and by applying EZ’ = —E; on the electric field; (4) The surface polarisation of each side was calculated, based on
the coordinates of the ions and Wannier centres.

For the bottom part, the coordinates of the atoms as well as the electric field were
returned along the z-axis by multiplying the z-coordinate and the z-component of the
electric field by -1 (Step 3 in Fig. S2). Then, on each part of the water slab (bottom
and top interfaces), the electric dipole moment of each water molecule was calculated
based on the ions and Wannier centres coordinates as defined in Eq.[S17}

occ
P =) (qm)”" =2} (F)"". (S17)

l n
The electric dipole moments were then summed over the water molecules to obtain
the global electric dipole moment of each side of the water slab. This quantity was
subsequently divided by the area of the interface to obtain the surface polarisation,
P;, for each side of the water slab (Step 4 in Fig. S2). Considering the theoretical
background (see section 3 of SI), Eq. S7 can be re-written using surface polarisation

and surface electric susceptibilities as follows:

P, = P!+ o VE+ eV EE (S18)
where P§°), &, E, xs(l), and xs(z) represent the permanent surface polarisation, the vac-
uum permittivity, the electric field, the first-order surface electric susceptibility, and



the second-order surface electric susceptibility, respectively. In Eq. , xs(z) repre-
sents the quantity to be calculated since it is exactly equal to the xs(z) determined by
SHG experiments. Eq. can be written under developed forms along x-, y-, and
z-axes, for a given applied external electric field, as follows:

Po=Pl+a Y xNE+a Y Y 1O EE (519)
i=y,z i=y,z j=y,2

Py =P +e0 Y xE+e Y Y 2l EE (S20)
i=x,z i=x,7 j=x,2

Ps,z = Ps(,(z)) + & Z X£7113Ei+80 Z Z ls(,zzsziEj (821)
i=x,y i=x,y j=x,y

The three components of P(*); the nine components of xs(l), and the 27 components of

x‘gz) were fitted by the least-squares method using a Levenburg-Marquardt gradient
for the minimisation.?23 The fitting was only constrained by the intrinsic permuta-

tion symmetry, induced by SHG, existing on the components of xs(z), which implied

that x( zik = xs(zl,)c i and, therefore, that only 18 components of xs(z) were independent.

(0)

Additionally, the permanent surface polarisation, Pg ’, i.e., a surface polarisation in
absence of any applied electric field, existed due to the non-random orientation of
water molecules at the interface®2% and was included in the fitting procedure. For
the fitting, the y-values were constituted by the calculated surface polarisation values
while the x-values were the different external electric fields applied during the quan-
tum mechanics calculations. The fitting was performed separately on each side of the

interface (top and bottom) of each snapshot using the 25 values of (P, P, P, E, E,,

E.). Then, the fitted components (three components of P(?)| nine components of xs(l),

and 18 components of %‘2 ) were averaged over the two sides of the water slab and
over all the selected snapshots The SHG re onses were simulated by injecting the
S2,

calculated xs(x)xz, xs( le, and xs ZZZ in Eq.|S n and 83 to calculate I, Ip, and I4s, re-
spectively, as a function of the incident polarisation angle, y. To consider the fourfold
symmetry axis existing along the normal to the interface, i.e., the x +» y symmetry,
the average value of x§§2 and xy(yzz) as well as the average value of xz@ and xz(yzy) were
used in Eq. and [S3] The intensities of the three curves were normalised to the
P-polarised curve (that generally exhibits the highest intensity). When various SHG
responses were compared, the two sets of curves were normalised to the maximum

of their P-polarised curves.
4.2 The electric field discontinuity

In the literature, the importance of the discontinuity of the electric field at the inter-
face has been extensively pointed out.”*® Indeed, E, varies rapidly across the interface
layer (Fig. S3), which implies that Ps(z) in the interface layer can be significantly dif-
ferent from that in the bulk. Moreover, the external electric field, applied using the



Berry phase and corresponding to a Maxwell electric field, can be significantly differ-
ent from the local electric field as defined in the vacuum phase. Two options can allow
overcoming this problem. First, instead of using E,, many authors”® rather consid-
ered the z-component of the electric displacement, D., which is continuous and can
be regarded as constant across the interface layer. The z-component of the electric
displacement can be expressed as follows:

D, = E.+4nP, (522)

where P, is the component of the polarisation along the z-axis of the whole simulation
box as defined in Eq. S8. The above-described fitting procedure has then been carried
out considering E,, E,, and D, since they are all constant along x, y, and z-axes,
respectively. Nonetheless, by using the electric displacement, we considered the field
just inside the water slab, which did not correspond to the external electric field
applied on the whole slab. Therefore, after the fitting, we corrected the determined

values of xy(la)pp as follows:

2= &2, (523)

wheren=0if j£Azand n=1if j =z, and & = 1.77689. Values of xﬁ)w were corrected

in a similar way:

X(zik = (8r>"%s(,2i}k,app (S24)

wheren=0if j#Azandk#z,n=1if j=zork=z,andn=2if j=zand k =z, and
g = 1.77689.
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Fig. S3 Electrostatic potential along the z-axis in the cell comprising 32 water molecules on a selected snapshots,
with (red curve) and without (blue curve) applying an external electric field. The dashed lines indicate the position
of the Gibbs dividing surface.
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4.3 The bulk quadrupole contribution

Although SHG spectroscopy is valid only in the electric dipole approximation, the
higher-order contribution from the induced electric quadrupole can be significant
since this latter is not forbidden in centrosymmetric medium.?> Hence, despite the
low intensity of the induced electric quadrupole contribution compared to the inter-
face induced electric dipole term, the difference in volume between the interface and
the bulk generally makes the bulk contribution comparable to the surface signal.2°
As early as in 1962, Bloembergen suggested a significant bulk electric quadrupole
contribution from the centrosymmetric medium.2%2% Since that, this topic has been
intensively debated in SHG and the scientific consensus was that the bulk electric
quadrupole contribution is significant in the SHG signal, which is indicated by the
Kleinman symmetry breaking,%?"% as it has also been demonstrated for other materi-
als.®” However, recently, a further sophisticated theory has been proposed to explicit
the role of the electric quadrupole contribution in the total SHG/SFG signals: al-
though this latter is always significant in the SHG/SFG signal, its significance cannot
be explained by the Kleinman symmetry breaking.2® Furthermore, the same authors
demonstrated that, in the case of SHG applied on a water/air interface, the bulk elec-
tric quadrupole not only contributes significantly to the SHG signal but dominates
it.%> The significance of the electric quadrupole is still unclear since it could also de-
pend on the characteristics of the surface structure® as well as on the value of the
optical dielectric constant.” In particular, in media with a large optical dielectric con-
stant, it has been demonstrated that the bulk contribution (quadrupole) is an order
of magnitude lower than the surface non-linearity.”

According to these discussions and considering the failure of the sole dipole contri-
bution to simulate a consistent SHG signal in our approach, we decided to include the
bulk electric quadrupole contribution in our method. Generally speaking, the induced
nonlinear polarisation in the multipole expansion is given as follows: 222036

@ _, 94
R (S25)
where u; and g; correspond to the induced dipole and quadrupole per volume, re-
spectively, where i and [ represent the laboratory-fixed coordinates (i.e., X, Y, and Z).
The contribution of induced magnetic dipole and magnetic quadrupole was neglected
considering their low significance for water molecules. The two terms in Eq. can
be expressed respectively as follows:

dipol a19E1 a2, 9Ex
Wi = EOZXijl;fw ‘EijEx + &), (%i%l al]Ezk + X,q;,i}l Ele) (526)
Jik Jik,l
d
qir = SOZX,% YE1jEx (827)
Jik

Eq. and introduce two main quadrupole contributions, which are commonly
described by researchers.2>3% The first term, related to y7““/! and y7“%‘? originates
from the electric field gradient localised at the interface (as presented on Fig. S3) and
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induces a dipole term, which is therefore included in the dipole moment, as men-
tioned in Eq. Besides, the second term in Eq. corresponds to the quadrupole
polarisation, ¢;;, which is induced by the electric field (and not by the gradient of
the electric field) in the bulk. While the first term is included in the dipole moment
calculated in our approach, the second term is excluded from the dipole term since it
corresponds to an induced quadrupole polarisation.

In the ab initio approach developed here, we demonstrated that the sole consid-
eration of the induced dipole moment, y; in Eq. did not conduct to satisfactory
results. Therefore, we included the quadrupole contribution, i.e., g;;, in the total in-
duced surface polarisation, which allowed to take the bulk quadrupole terms into
account in the total SHG response. For that, the molecular quadrupole moment of
each molecule was calculated as follows:

. 1 lons+WFC . ref . ref WFC p
& 1

where Q?;”l is the (i, /) component of the molecule quadrupole moment matrix, 9",
Rk is the coordinate of the k" jon or Wannier centre, R is the coordinate of the
molecular referential point, Q! ; is the (i, j) component of the second-moment of the
I'" Wannier centre, determined in the MLWF approach, and f; is the occupancy of the
I'" orbital (f; =2 in all cases). The molecular referential point was the same criterion
used to classify water molecules along the z-axis to cut the water slab in two parts.

The molecular quadrupole moments were then summed over all the molecules com-
prised in the slice that was selected to calculate the total bulk quadrupole moment:

I}
Quad _ Zn Q?Zw

. S2
- (S29)
where dapp was the apparent slice thickness:
M
Supp = ——— (S30)
NapL,L,

where n was the number of water molecules considered to calculate Pl.g”“d, M was the
molar mass of water, Ny was Avogadro number, p was the density of water (assumed
to be equal to 1 g em™3), and L, and L, were the simulation box dimensions along
the x- and y-axes, respectively. Then, the fitting procedure was carried out on the
surface dipole polarisation that included the above-described calculated quadrupole
contribution:
ip Quad
+ iz
S

where i = x, y, z, piD P was the dipole moment calculated using Eq. , and P;; was
the surface polarisation (including quadrupole terms) that can be used for the fitting
procedure (Eq.[S19YS20], and [S21).

D
Py ="l (S31)
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4.4 The external electric fields applied on the system

The laser used in our experiments, which was a typical apparatus for SHG experi-
ments, had an average power of 3 W, i.e., 3 J.s"! with 100 fs pulses at a repetition rate
of 80 MHz. Therefore, the laser provided a power per pulse of 3.75 x 10°® J.pulse !,
which corresponded to 3.75 x 10° W for a pulse considering the duration of 100 fs for
a pulse. By assuming a beam cross section area of around 100 um? to 1 mm?, the total
surface power of the laser was between 3.75 x 10> W.m and 3.75 x 10! W.m2, re-
spectively. Those values, divided by the speed of light (3 x 108 m.s’!) and the permit-
tivity of vacuum (8.85 x 1012 m™ .kg'1.s*.A%) corresponded, after taking their root,
to electric fields of 3.75x 108 V.m'! and 3 x 107 V.m"!, respectively, which, in atomic
units, corresponded to 7.5x 10% and 7.5 x 10™ a.u. We selected electric fields with
slight higher intensities to be sure that the second-order phenomena would be ob-
served (Table S1).

Table S1 External electric fields applied on the system using the Berry phase1?29 during the wave function opti-
misation and the localisation of the Wannier functions. Each of the 25 below-mentioned fields corresponded to a
distinct calculation and, therefore, to a distinct value of Ps. The collinear fields are in the left part of the table while
the non-collinear ones are in the right part of the table.

E; (au) E,(au) E;(au) E; (au) Ey(au) E;(au)
1 0.000 0.000 0.000 14 0.000 0.005 0.005
2 0.000 0.000 0.005 15 0.000 -0.005 0.005
3 0.000 0.000 -0.005 16 0.005 0.000 0.005
4 0.000 0.000 0.010 17  -0.005 0.000 0.005
5 0.000 0.000 -0.010 18 0.000 0.005 0.005
6 0.000 0.005 0.000 19 0.000 -0.005 -0.005
7 0.000 -0.005 0.000 20 0.005 0.000 -0.005
8 0.000 0.010 0.000 21  -0.005 0.000 -0.005
9 0.000 -0.010 0.000 22 0.005 0.005 0.000
10 0.005 0.000 0.000 23 -0.005 0.005 0.000
11 -0.005 0.000 0.000 24 -0.005 -0.005 0.000
12 0.010 0.000 0.000 25 0.005 -0.005 0.000
13  -0.010 0.000 0.000
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5 Classical Molecular Dynamics Simulations Results

First, the density was calculated on the last 500 ps of the NPT simulation, which was
performed without vacuum. We found a density of 0.996 g.cm™, which was in good
accordance with the experimental and theoretical values reported in the literature.2”
The vapor pressure was also calculated on the NVT simulation by averaging the num-
ber of water molecules in the gas phase over the last nine nanoseconds (out of ten)
of the simulation, to exclude a thermalization period of one nanosecond. The ideal
gas law allowed determining a vapor pressure of 3.9 kPa, which was also in reason-
able accordance with the reported values of around 3.2 kPa at 25°C.°5*4Ll Besides,
the number density distributions of the water molecules, averaged on the whole tra-
jectory (nine nanoseconds), are presented for the two studied systems (containing
32 and 240, respectively) in Fig. S4. For the system containing 32 water molecules
(Fig. S4a), clear oscillations could be observed with three maxima and a period of
around 2.95 A, comparable to the O-O distance. Consistently, those maxima corre-
sponded to the different water molecules layers in the slab, which, considering the
small number of molecules, were significantly discretised. Therefore, the water slab
contained three water layers, among which only one may be considered as a bulk
layer. Besides, for the system containing 240 molecules (Fig. S4b), the aforemen-
tioned oscillations were still observable albeit they displayed a significantly lower
intensity and period, of around 2.75 A. Overall, the density curve presented six dis-
tinct maxima that corresponded to six water layers, which was consistent with the
fact that we doubled the number of water molecules along the z-direction compared
to the previous system.

14
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Fig. S4 Number density profiles of water molecules for the water/air interfaces containing 32 water molecules (a)
and 240 water molecules (b). The dashed lines indicate the position of the Gibbs dividing surface.

To assess the accuracy of the water inter-molecular interactions, we also deter-
mined the radial distribution function for the O-O and the O-H distances (Fig. S5),
for the system with 240 water molecules, which represented the best compromise be-
tween realism and computational cost. For clarity, only the inter-molecular O-H pairs
were represented in Fig. S5. The goo(r) displayed a first maximum at 2.75 along with
a first minimum at 3.35 , which was in good agreement with both experimental and
theoretical reported values.424 A second smooth peak at 4.53 as well as a bulging at
6.86 could also be observed on the goo(r). Besides, the goy(r) exhibited a first max-
imum and a first minimum at 1.78 and 2.43, respectively, with a second maximum
peaks at 3.26 , which was also in good accordance with the literature. 184244
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Fig. S5 O-O and inter-molecular O-H radial distribution functions in the water slab from the classical molecular
dynamics simulation conducted on the cell comprising 240 water molecules. The radial distribution functions have
been corrected to account for the vacuum part of the cell.

The interfacial orientation and structure are essential to characterise accurately
the SHG signal since it is well admitted that the non-random molecule orientation at
the interface is responsible for the SHG signal. Therefore, we calculated P; and Po,
which represent the first and second Legendre moment variations defined as:

Pi(z) = {cos(6)) (832)

Pr(z) = %<c052(9)> - % ($33)

where 6 is the angle between the interface normal, oriented towards the vacuum,
and the water molecule dipole moment vector. The brackets mean that cos(6) and
cos(0) were averaged over time and molecules in each 0.5 A-thick chunk along the
z-axis. 6 can vary from 0° to 180° which indicate, for the upper interface, that
the molecule is oriented with its hydrogen atoms towards the vacuum or towards
the water slab, respectively. P;, which represents the average orientation of water
molecules, was zero in the bulk, slightly negative near the interface, and became
positive in the vacuum phase at the vicinity of the interface (Fig. S6a). This indicates
that the water molecules had their hydrogen atoms oriented towards the water bulk
when they were near the interface, which was in agreement with the literature©®24,
Moreover, the positive P in the vacuum phase (near the interface) could be attributed
to the fact that molecules were more favourably ejected from the interface when
their hydrogen atoms were oriented towards the vacuum. In the vacuum phase, P;
exhibited a random distribution corresponding to the cosine of water molecules in
the vacuum phase with, however, very few water molecules, which induced large
variations. In the water bulk, P; was zero, which represented the average of the
cosine between 0° and 180°. This was consistent with a random distribution of water
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molecules orientation in the bulk phase. Besides, P, was zero (with slight oscillations)
in the water bulk but was clearly negative on the two sides of the interface (Fig. S6b),
which could be attributed to an alignment of water molecules more favourable in the
plane of the interface.
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Fig. S6 The two order parameters P; and Py representing the first and second Legendre moment variations as
defined in Eq. and Eq. respectively, from the classical molecular dynamics simulation conducted on the
cell comprising 240 water molecules. The dashed lines indicate the position of the Gibbs dividing surface.

6 Variability of the SHG values and validation of the predictions

To assess the accuracy of our predictions, we compared the simulated SHG signals,
(2) (2)
calculated using the determined % and % ratios, to our experimental SHG signals

Xsxxz $,XX7

as well as to various reported experimental SHG signals for a water/air interface,
including their average. We gathered most experimental values encountered in the
literature for the water/air interface (Table S2). Only the values from Goh and co-
workers2? had to be excluded since no information was available about the Fresnel
coefficients that were used for the calculation of xs(?zz, xs(yzz;x, and xsixz.

Since significant variations of the two considered ratios are not necessarily related
to important variations of the SHG responses, we compared directly the SHG signals,
calculated using Eq. S1, S2, and S3 using the ratios presented in Table S2. We then
calculated the root-mean-square errors (RMSE) between our simulated SHG signals
and our experimental SHG signal to assess the prediction accuracy of the developed
method. We also determined the RMSE between the various reported experimental
SHG signals and our experimental signals, to assess the variability of experiments
from an apparatus to another (Fig. S7). For our simulated responses, RMSE can be
regarded as the mean error committed on the simulated response by our prediction.
On overall, the simulated responses exhibited similar RMSE with regards to our ex-
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Table S2 The different experimental ;‘7 and -

ratios for a water/air interface from the literature.

Reference

Fordyce et al.*1
Zhang et al.*%

Pham et al.©

Wei et al 4>
Tamburello-Luca et a
Bian et al.4®

Bian et al.47

Average

L 32

Xs.zzz Xs.oxx
2o X
3.22° 0.48
2.56 0.30
2.58 0.29
2.52  0.29
2.56  0.41
2.54 0.27
2.53  0.29
264 033
3.18 0.23
2.94  0.46

This work - Experiments
This work - Simulations

perimental values than the experimental SHG responses from the literature.

S-polarised
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Fig. S7 RMSE between the simulated SHG signal determined in this work (green) and the experimental SHG
signal measured in this work (red) and between various experimental SHG signals from literature (orange) and the

experimental SHG signal measured in this work, for the P-polarised and the S-polarised curves.

7

7.1 Dipole moments

Quantum mechanics results

To assess the validity of our method, the dipole moment norms in absence of any
applied electric field were plotted on a histogram (Fig. S8a). The average dipole mo-
ment norm of the water molecules, calculated on 901 snapshots, was 3.11 D, which
was consistent with the values reported for bulk water in the literature. 184 The
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dipole moments followed a Gaussian distribution, probably induced by a significant
influence of the chemical environment of the water molecule, particularly the num-
ber of hydrogen bonds, on its dipole moment.1848 This phenomenon could also be
observed on Fig. S8b: the dipole moment norms were significantly higher in the wa-
ter bulk, at the centre of the slab, than near the interfaces. The water molecules
located near the interfaces exhibited, indeed, less hydrogen bonds than the water
molecules in the bulk, which induced lower dipole moment norms, as demonstrated
in the literature.?® The molecules going from the bulk to the vacuum phase (yellow
zone in Fig. S8b) presented even lower dipole moment norms, albeit a little number
of molecules were found in this configuration.
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Fig. S8 Distribution of the molecular dipole moment norms (a) and average molecular dipole moment norms on
0.5A-thick slices along the z-axis (b) for the cell containing 32 molecules and calculated on 901 snapshots, in absence
of any applied electric field. The dipole moments were calculated using Eq. using BLYP exchange-correlation
functional.

19



7.2 Detailed results

All the determined coefficients are summarised in Table S3 for the systems compris-
ing 32 and 240 molecules, with and without the inclusion of the quadrupole contri-
bution. The presented values were averaged on 901 snapshots for the system con-
taining 32 water molecules and on 144 snapshots for the system comprising 240 wa-
ter molecules. All the calculations were performed using BLYP exchange-correlation
functional, with a prior geometry optimisation for the system containing 32 water
molecules and without any geometry optimisation for the system comprising 240

molecules. First, the values of Py(g) and P;(7(y)) were significantly lower than PS?, which

was consistent with the fact that, on average, Pﬁ?) and Ps(g) should be zero. Here,
their non-zero values were due to fluctuations of the interface but could actually be

neglected considering their very low values. Interestingly, the difference between PS((Z))

and the components along x- and y-axes of PS(O) increased by one order of magnitude
when the quadrupole contribution was included. The values of -1.2468 x 102 a.u.
and -1.1987 x 102 a.u. for P§2> of the two different cells corresponded, when divided
by &, to electric potentials of -1.5668 x 10! and -1.5064 x 10! a.u., respectively.
When converted in SI units, those values corresponded to -4.2634 V and -4.0991V,
respectively, which was in good agreement with the values ranging from 3.5V to 4.5V
reported in the literature for the inner potential of water at an air/water interface.4”
In particular, they were in accordance with the value of 3.87 V calculated by Remsing
and co-workers®Y using DFT and with the value of 4.48 V determined experimentally
by Yesibolati and co-workers.*? The correct inner electric potential of water at an
air/water interface could only be obtained by including the bulk quadrupole contri-
bution, which therefore contributed not only in the second-order term, but also in the

o 0
permanent surface polarisation Ps(72).
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Component 32 molecules 240 molecules
Without Q  With Q  Without Q  With Q

PY 102 auw) 0.0230 0.0204 -0.0090  -0.0076
P9 (102au) -0.0340  -0.0345 0.0908 0.0919
PY (102au) -01130  -1.2468 -0.0630  -1.1987

2 () 6.5900 6.5916 14.0733  14.0727
18 () -0.0034  -0.0031 -0.0017  -0.0021
xs(jz (a.u.) 0.0015 0.0017 -0.0024  -0.0025
20k (au) -0.0035  -0.0032 -0.0017  -0.0021
23 (au) 6.5832 6.5841 14.0508  14.0504
2 @u) -0.0006  -0.0008 -0.0027  -0.0026
D (aw) 0.0013 0.0006 -0.0018  -0.0013
D (aw) -0.0007  -0.0006 -0.0014  -0.0018
x(‘j (a.w) 7.5921 7.5838 143573  14.3571
12 (aw) 0.0503 0.0452  -0.0966  -0.0929
12y (au) 0.0030 0.0048  0.0847 0.0870
12 (@u) 0.6963  -2.6906 -0.9763  -4.0427
23, (a.u) 0.0086  0.0054 -0.0472  -0.0492
x%iz (a.w.) -0.0021  -0.0006 0.0107 0.0094
2 (au) 0.0071 -0.0029 -0.0126  -0.0039
12 (@) 0.0012 0.0034 0.0886 0.0904
X (@) 0.0074  0.0042 -0.0452  -0.0455
12 (@) 0.0006 0.0015  0.0148 0.0130
12y (@) -0.0968  -0.0942 0.2407 0.2470
xﬁf‘;{z (aw.) -0.7031  -2.7027 -0.9045  -3.9617
%A(.zyiz (a.u.) -0.0230  -0.0300 0.0507 0.0592
12 (au.) 0.3642 -1.0464  0.5906 -1.8704
1y (aw) -0.0019  -0.0010 0.0070 0.0062
22 (au) 0.0038 -0.0050 -0.0047  0.0048
22y (au) 0.3620 -1.0540 0.6219 -1.8295
xs(?j,z (a.w) -0.0125  -0.0189 0.0243 0.0336
xs(?ziz (a.u.) 25750  -9.4952 -2.9815  -11.8847
)’Ef;) 3.6980 3.5290  3.0537 2.9400
’fg‘ -0.5230 0.3889  -0.6049 0.4627

s xxz

Table S3 The independent components of PS(O), xﬁl), and xb(z) and the corresponding ;‘— and %"‘f ratios calculated

with and without the inclusion of the quadrupole contribution ("With Q" and "Withou"c‘Q”, resbectively)

Besides, only the diagonal terms of xs(l) , Le., xs(k)x, s(ly)y, and xs(lz)z were non-zero,
which was consistent with the intrinsic definition of the first-order electric suscepti-
bility. In addition, these latter were all positive, which was also in agreement with
the physical response of water under an applied electric field. The x <+ y symme-
try was verified for the two different systems, with and without the inclusion of the

quadrupole contribution. On overall, the inclusion of the bulk quadrupole contribu-
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tion did not affect the values of the components of xs(l). S(IZ)Z was higher than xs(]xl

andxs(}y)y, particularly for the system containing 32 water molecules, which probably

resulted from the small number of water molecules in bulk conditions for this sys-
tem. On the cell containing 240 water molecules, this difference was lower but still
present. This indicated a higher first-order electric susceptibility of water molecules
located near the interface and an influence of the local chemical environment on this
property. Since (! is a volume quantity, the surface xSLZC, xg(ly)y, and xg(lz)z allowed
obtaining the electric susceptibility of bulk water, x¢ ., as follows:

(1)
Xviater = # (S34)

il
where L, is the cell length along z-axis and the }1 factor stands for the fact that xs(ln)
was calculated on the half of the water slab, itself representing half of the simula-
tion box. For the system containing 32 molecules, we obtained x¢,,,, ~ 0.6972 along
x- and y-axes and x¢,., = 0.8026 along z-axis while, for the system containing 240
molecules, we obtained x¢ ., ~ 0.7441 along x- and y-axes and x, ., = 0.7597 along
z-axis. These values, particularly for the system containing 240 molecules, were in
good agreement with the value of 0.77689 calculated from the refractive index of

water (1.333). Finally, regardless the number of water molecules and the inclusion

of the quadrupole contribution, most components of xs(%gcz were zero or negligible

compared to the non-zero components. Only xs@xz, s(igcx, S(?y?vz, xs(?yy, and xs(zz)zz were

significant, which was in accordance with the SHG theoretical background (see sec-

tion 3 of SI). In addition, the x <+ y was verified for all the systems since )(S(izcz ~ s(zy)yz

and xs(zzlx ~ xs(zz)yy systematically. As highlighted in the main part of the article, without

the inclusion of the bulk quadrupole contribution, xs(%gcz and xs(zz)zz were negative while

xg(zzlx was positive. Nonetheless, when the quadrupole contribution was included,

xs(zl)vx became negative and, therefore, all the components of xs(z) were negative, which

was in agreement with the reported observations.%>**!' Regardless the inclusion of the

bulk quadrupole contribution in the fitting procedure, the Kleinman symmetry was
2

(2)
systematically non-valid since x?;)“ was far from 1 (imposed by the Kleinman sym-

Xs xxz

metry). Tamburello-Luca and co-workers3? highlighted the fact that the difference
between xy(ilx and xs(%gcz is generally smaller for liquid-liquid interfaces than for a
water-air interface and disappears totally when the dielectric permitivities of the two
media are the same.?? Therefore, as Goh and co-workers,%? they suggested that the
difference between xs(zz/)m and xs(%c)xz is mainly due to the bulk quadrupole contribution
since this difference vanishes when the electric field gradient across the interface dis-
appears.<%32 However, following this theory, when the bulk induced quadrupole is
not included in the total surface polarisation, xs(zzlx and xs(%c)xz should be equal while it
was not the case in our results (see Table S3). Our results rather were in agreement

with more recent theories, which stated that the bulk quadrupole contribution is not
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related to the Kleinman symmetry breaking. >34
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7.3 Summary of fits

The coefficient of determination, R?, and the RMSE of the prediction of the surface
polarisation were systematically calculated on each interface side of each snapshot.
The RMSE can be regarded as the mean error committed on the response by the least-
squares prediction. After the fitting, for each interface side of each snapshot, the 25
values of (P, P,, P;) were calculated from the 25 values of (E, E,, D;) using the
parameters determined during the fitting procedure. Then, the R> and RMSE were
calculated for Py, P,, and P, by comparing the values predicted by the models to the
exact values. For both interface sides and on all the considered snapshots, the R? was
higher than 0.99. Besides, for the system containing 32 water molecules, the RMSE
on P, and P, exhibited a clear Gaussian behaviour centred at 1.6 x 10°® a.u while the
RMSE on P, was an asymmetric Gaussian centred at 1.1x10°a.u. (Fig. S9). The
values of RMSE were an order of magnitude lower than the typical values of P;. The
residual error could originate from the third-order terms that were not considered
here although they might have been present in the total surface polarisation. How-
ever, they were most probably very low compared to the zero-, first-, and second-order
terms.
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Fig. S9 Distributions of the root-mean-square errors between Py (a), P, (b), and P; (c) predicted using the determined
parameters and Py, P, and P; calculated using the Wannier centres (Eq. .
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7.4 Influence of the exchange-correlation functional

The influence of the exchange-correlation functionals on the simulated SHG signal
was assessed on 10 selected snapshots, for the system containing 32 water molecules,
with the inclusion of the quadrupole contribution. We selected two widely used func-
tionals in the GGA, namely, BLYP°2>3 and PBE,>* along with one of the most em-
ployed hybrid-GGA functionals, B3LYP.223:2256 The geometry relaxation (when it
was performed), the wave function optimisation, and the Wannier centres localisa-
tion were all conducted using the same functional. xs(é)zz, XS(QCX, and x@z were de-
termined for each system, i.e., with the three different functionals (with and without
the prior geometry optimisation), and subsequently used to simulate the SHG sig-
nal. Although the ratios varied slightly between the three functionals, we observed
no significant difference in terms of RMSE between the predicted values and our
experimental values when the geometry was optimised prior the Wannier centres lo-
calisation (Table S4). Besides, when the geometry was not optimised, B3LYP afforded
lower RMSE compared to BLYP or PBE, which is consistent with the fact that hybrid
functionals generally provide more accurate results for the dipole polarisabilities.>”

Table S4 = < and X“‘f ratios, and the corresponding RMSE between the predicted and our experimental values as a
function of the exchange-correlation functional, the prior geometry optimisation, and the number of water molecules
in the system.

Functional Geometry Opt. Water Molecules ig Z% RMSE
B ) p S 45°
BLYP No 32 3.3799 0.4316 0.0057 0.0944 0.0873
BLYP No 240 3.0389 0.4737 0.0133 0.0648 0.0496
PBE No 32 3.3788 0.4237 0.0071 0.0942 0.0879
B3LYP No 32 3.3362 0.4150 0.0062 0.0888 0.0820
BLYP Yes 32 3.4549 0.3729 0.0202 0.1069 0.1073
BLYP Yes 240 2.9854 0.4448 0.0064 0.0657 0.0536
PBE Yes 32 3.4657 0.3474 0.0218 0.1031 0.1043
B3LYP Yes 32 3.4629 0.3649 0.0212 0.1064 0.1073
Experiments - This work 3.1781 0.2280 O 0 0
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7.5 Influence of the geometry optimisation

The SPC/E model was used to describe water molecules during the CMD simula-
tions, performed to extract snapshots for the quantum mechanical calculations. In
this model, the O-H intramolecular bond length is set to 1 A, which may introduce
a lack of accuracy for the subsequent optimisation of the wave function and locali-
sation of the Wannier centres. Therefore, on 10 snapshots, regularly extracted from
the nine-nanoseconds CMD trajectory, the influence of the prior geometry optimisa-
tion on the simulated SHG response was assessed: xy(zz)zz, xs(,zzlx, and xﬁ)xz were de-
termined for each system, i.e., with or without a prior geometry optimisation, and
subsequently used to simulate the SHG signal using Eq. S1, S2, and S3. Since the
exchange-correlation functional did not affect significantly the prediction, this assess-
ment was performed using BLYP. Besides, we considered the systems comprising 32
and 240 water molecules, to additionally assess the influence of the cell size on the
effect of the geometry optimisation.

For the cell comprising 32 water molecules, the prior geometry optimisation slightly
(2) 2

(2)
increased xzz)z and decreased x‘}’zf‘ (Table S4). Moreover, the prior geometry optimi-

§,XXZ Xs xxz

sation increased significantly the RMSE between the predicted values and the exper-
imental values for the P-polarised curve, i.e., it decreased the quality of the predic-
tion (Table S4), while it exhibited little influence on the 45°- and S-polarised curves.
Hence, for the system comprising 32 water molecules, the geometry optimisation
was not necessary and even not recommended since it decreased the quality of the
prediction. Besides, for the cell containing 240 water molecules, the prior geome-
try optimisation decreased significantly the RMSE for the P-polarised curve while the
other RMSE were roughly equivalent. Since the P-polarised curves were normalised
to their maximum, this indicates a better fitting of the P-polarised curve when the
geometry was optimised prior to the Wannier centres localisation. The gain of ac-
curacy was low considering the significantly higher computational costs induced by
a prior geometry optimisation. We could therefore avoid any geometry optimisation
since, for the cell comprising 32 water molecules, it decreased the prediction quality
and, for the cell containing 240 water molecules, the prediction accuracy increased
lowly. The different influence of the prior geometry optimisation on the SHG simu-
lated response for 32 and 240 molecules could originate from the small cell size in
the case of 32 water molecules, which could introduce some inaccuracies. Indeed,
we showed on the density profiles (Fig. S4) that, for the system containing 32 water
molecules, only three layers of water were present, among which two were in contact
with vacuum. Overall, the little influence of the geometry optimisation highlighted
the fact that the second-order electric properties of water are mainly controlled by
the hydrogen bonds, which are accurately described by CMD simulations.

7.6 Influence of the number of snapshots

(2) 2)

Xs,zzz Xs,zxx
8. 2,

was assessed by calculating the values of these ratios on an increasing number of

The influence of the number of snapshots selected for the calculation of
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snapshots randomly selected in the pool of the regularly-extracted snapshots. For the
system comprising 32 water molecules, 11 and 21 snapshots were enough to obtain
values in the 95% confidence interval located around the average value for two ratios,
respectively (Fig. S10). This average was calculated on 901 snapshots, which were
extracted every 10 ps of the nine-nanoseconds CMD trajectory. Furthermore, 221
and 81 snapshots were required to attain the 97.5% confidence interval for the first
and second above-mentioned ratios, which was considerably higher than to attain
the 95% confidence interval. From 400 to 901 snapshots, the values of the two
ratios converged very closely to the average values, although attaining this number
of snapshots was computationally costly considering the low gain of accuracy.
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Fig. S10 xb) (a) and x‘('z’“)‘" (b) ratios as a function of the number of snapshots considered in the average, for the
XY-Z/\'X .

system containing 32 water molecules. The confidence intervals at 95% and 97.5% of the average value calculated

on 901 snapshots are presented.

For the system containing 240 water molecules, 1 snapshot and 4 snapshots were
enough to reach the 95% confidence interval (which is therefore not represented)
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(2) 2
located around the average value for % and x‘(g‘” ratios, respectively (Fig. S11).

5. Xx2 Xs.xxz

This average was calculated on 144 snapshots, which were selected every 62.5 ps of
the nine-nanoseconds CMD trajectory. Besides, 34 and 13 snapshots were required to
attain the 97.5% confidence interval for the two above-mentioned ratios, respectively,
which was, also, considerably higher than to attain the 95% confidence interval. From
100 to 144 snapshots, the values of the ratios converged to the average value. On
overall, a significant computational cost was required to increase slightly the degree of
accuracy of the calculated values of the ratios and a value within the 95% confidence
interval should constitute a satisfactory prediction.
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7.7 Influence of the molecular referential point

In our approach, the molecular origin was used (1) to classify molecules along the
z-axis to determine the molecules belonging to the upper side and those belonging
to the lower side of the slab and (2) to calculate the molecular quadrupole moment
(see Eqg. 15 of the main part of the article). We assessed the influence of the molec-
ular referential point on the dipole and quadrupole contributions by varying it along
the bisector of the HOH angle of the water molecule, from the oxygen atom to the
barycentre of the two hydrogen atoms (Fig. S12).

Fig. S12 Definition of the molecular referential point, i.e., the reference coordinate used for classifying molecules
along the z-axis and for calculating the molecular quadrupole moment. Rges corresponds to the fractional coordinate
along the axis defined by the oxygen atom and the barycentre of the two hydrogen atoms. Rges here corresponds
to the abscissa in Fig. S13a-d.

The influence of the molecular origin on the three non-zero independent compo-
nents of xs(z) is presented in Fig. S13a-d, calculated on 144 snapshots for the sys-
tem comprising 240 water molecules. When the quadrupole contribution was not

included, the gz fractional coordinate of the molecular referential point exhibited a

(2),.0
significant -roughly linear- influence on xs(’ZZ)Z’ZD, xs(ézgf, xs(i)le) , as well as on xs(fj";), with
Py

a slight influence on *57. The three former quantities significantly increased while
the two ratios decreased when the z-coordinate of the referential point was moved
towards the barycentre of the two hydrogen atoms. When the quadrupole contribu-
tion was included, the influence of the referential point was decreased by two orders
of magnitude and was nearly zero for the two ratios. On overall, the remaining influ-
ence was more related to physical fluctuations and did not follow anymore any trend.
Therefore, the inclusion of the quadrupole contribution to the surface polarisation
implied that the choice of the molecular referential point did not affect the responses
(the values of the components of xs(z) and their ratios). This was a satisfactory result
since, with a physical point of view, the arbitrary choice of the molecular referential
point should not influence the global responses. This constituted an additional proof
to demonstrate that including the quadrupole contribution in the total surface polar-
isation was required to obtain physical sound results. This was in accordance with
the theoretical formalism developed by Byrnes and co-workers>®, who stated that the

molecular origin has no influence on xgz). Also, Shiratori and Morita® extended the
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discussion of Byrnes et al.®® to assess the influence of the molecular origin on each

of the various dipole and quadrupole contributions to xs(z). They demonstrated that,
although the sum of the different interface contributions and the bulk contributions
are invariant under the shift of the molecular origin, each interface contribution term
is affected by this definition. This is also consistent with the results presented in
Fig. S13.
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Fig. S13 Influence of the molecular referential point, on xs(2z)zzD s(zz,)w? xﬁf iz(zx)x,) and 222“,, (a and b), i.e., without

@
including the quadrupole contribution, and on xs(zz)zz S(zzlx xs@xz ;ET and

@)
x‘('z'”)“ (c and d), i.e. with including the
quadrupole contribution and influence of the number of the -most buried- water molecules included in the calculation
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7.8 Influence of the thickness of the slice used for the bulk quadrupole contri-
bution

The influence of the thickness of the slice (proportional to the number of water
molecules) used for calculating the bulk quadrupole contribution was also assessed.
This was carried out on 144 snapshots on the system comprising 240 water molecules,
to have a large range of possible thicknesses. The considered molecules were the
most buried molecules, i.e., the closest molecules from the centre of the water slab.

(2)
- : 2 2 2 5,222
Fig. S13e-f presents the evolution of xs(,zlz, xsﬁgm, and xs{x)xz as well as of j;% and

e

5 ratios as a function of the number of water molecules considered for the cal-
S, XXZ

culation of the bulk quadrupole contribution (following Eq. and [S29), from 0
to 120 molecules, this latter value corresponding to all the molecules of the inter-
face side. Consistently, the point at O corresponded to no water molecule included in
the quadrupole moment calculation, i.e., no quadrupole contribution included in the
total surface polarisation. Therefore, a significant gap was exhibited in Fig. S13e-f
between the first point (that corresponded to no quadrupole contribution included)
and the second point, for which 15 water molecules were comprised in the bulk
quadrupole contribution. On overall, the number of water molecules considered ex-
hibited very low influence on the three components of xs(z) as well as on their ratios. A
significant influence was observed when more than 100 molecules were considered,
which corresponded to the inclusion of interfacial molecules in the calculation of the
bulk quadrupole contribution and was therefore no meaningful. This result demon-
strated that the water molecules displayed a similar quadrupole moment in the bulk
regardless their position in the slab, as long as they were buried enough.
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