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1 Tikhonov regularization

As discussed in the paper, the construction of the force-momentum correlation function D(t',t) or the memory
kernel K (¢, t) in the discrete setting may yield an ill-conditioned linear system. Here not that when constructing
D(t',t) = %ﬁl'j), we can convert it to ftt, D(t',¢")dt" = C(t',t) — C(¢',t’), which can be also written as
a linear system by applying some quadrature rules. In our paper, we choose the midpoint rule. The Tikhonov
regularization' for a general ill-conditioned linear system can be expressed as:

(M Mo+ )y = Mgy, M
where M,, € R™*" f, € R"*! and g, € R™*!. In the construction of D(t,t), M4/ = At for j < i
(otherwise, M7 = 0), f;, = D(t},,t,,4;_1), and g;, = C(t},, tns:) — C(t7,,1},); while in the construction

of K(t' t), M4 = %At(C(t’i,tj_1) + C(t},t;)) for i < j (otherwise, ML =), fl = K(t,_1,tn), and

gfz = _D(t;—lvtn)

In the following, we discuss how to determine the regularization parameter x in Eq. (I). While a larger u
leads to a larger approximation error, a smaller y results in weaker regularization and hence a less stable solution.
Thus, choosing an appropriate value of p is critical in the Tikhonov regularization, which has been widely
studied in literature®. The principles followed to choose appropriate ;. fall into either of the two categories
according to whether they are noise-dependent or not. Considering the difficulty to accurately evaluate the
noise in D(t',t) after numerical differentiation, we can adopt a noise-independent principle to determine g,
e.g., based on the quasi-optimality criterion®®, which is described as follows.

Denoting the noisy data with the subscript 6, e.g., M,, 5 and g,, 5, the regularized solution of Eq. with
parameter y can be written as:

_ 1
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£ 5 = (Mg sMaps+ 1) "My 58 - )
We consider a geometric sequence of regularization parameters:
= pon's LEN, 3)

for a fixed n < 1 and g > 0. The regularization parameter by the quasi-optimality criterion: p = p;+, can then
be obtained from:
I* = argmin ||[£¥, — £251 (@)
>0 ; ;

where || - || denotes a norm, and Lo norm is used herein. More details about the quasi-optimality criterion can
be found in”*. The convergence of the Tikhonov regularization combined with the quasi-optimality principle
for regularizing ill-conditioned linear systems is discussed in‘?.

Note that since the noise level in the data of C(¢',¢) can be easily estimated, a noise-dependent principle,
such as the Morozov’s discrepancy principle®'!, can also be adopted to regularize the ill-conditioned numerical
differentiation for obtaining D(t',t) from C(¢',t).
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2 Parameter matrices in the extended dynamics

The parameter matrices A, € R2V*1 A € R1*2N ‘and A, € R?V*2N are assembled as:

Aps = [A-ps,lv Aps,27 .- Aps N]
Asp = [Asp,h Asp,27 .. Asp N] P
A 0 0
ss, 5
0 Ao - 0 )
Ass = . . . . )
0 0 o Ay
where
o [ bi  qici bi | qici
i = % kR
3 T
qlcl qZC’L
A-Sp,i = \/ 5 ‘| ’ (6)
i 3V/44; +a?
Ass,i =
_,%\/4%2 +a? 0
Here, we can see AT = —A,,. The matrix a(t) € R*V*2V is a diagonal matrix and assembled as:
[y (1) 0 0 0 0 0
0 () 0 0 0 0
0 0 ) 0 0 0
a(t) — 0 0 0 Oég(t) 0 0 (7)
0 0 0 o an(t) 0
0 0 0 0 - 0 an(]
3 Proof for the equivalence of the nsGLE and extended dynamics
Rewrite the extended dynamics as:
Pi(t) = ~Ape(®)Si() "
Sk(t) = _a(t)AspPk(t) - Asssk(t) + Bs&(t) )
from which we solve for Sk (t) as
t
Sk(t) :/ e A _ (1) A, Py(t') + BLE()]dt + e A58, (0) . )
0
Substituting Eq. (@) into the first equation in Eq. (8] results in:
/ Apsa(t)e” TR (1) Ay, Py(t)dt!
(10)

— / A a(t)e” TR B g(t)dt — Apsa(t)e A4S, (0) .
0



Substituting into Eq. (T0) the matrix form of the memory kernel Eq. (TT):
K(t,t) = —Apa(t)e” A= a (')A, , (1)
and the fluctuating force Eq. (12):

t
Ei(t) = — / Apa(t)e”CACB g )t — Ayaa(t)e S, (0) (12)
0
we obtain: .
Bet) = - [ K0P + Fil0). (13)
0

which is just the nsGLE for each dimension of the CG variable P(¢).
We next prove that such defined memory kernel and fluctuating force specified as Eq. (12) satisfy:

(F(t") - F(t) = (P K(t',1) , (14)

the fluctuation-dissipation relation that holds for non-stationary processes. To proceed, the auto-correlation of
the fluctuating force can be derived as:

<Fk(tl)pk(t)> / Apsa —(t' =t )A“B SE(t " dt/// E o BT —(t— t'”)AZ;a (t )Asttm>
+ pea(t') A8, (0)ST (0)e A% aT (1) A])
15)
/ / Apsa Je —(t'=t"HA =B, (£(t //)ET(t///»BT —(t— t'”)AZ;a (t)AI:)Fsdt//dt///
FApsa(t)e A (SL(0)ST(0))e A e A
Since &(t) € R2N X1 gsatisfies (£(t)) = 0 and
e _J1 i1=7 and t' =t
(&8 1) = { 0 otherwise ’ (16)
where &;(t) and ;(t) denote the different elements of £(t), Eq. (I5) can be written as:
t/
(Fr(t)) Fy(t)) = / Apsa(t)e A BT e~ (AL QT () AT dt” an
0

+ Apsa(t)e A (S, (0)ST (0))e A at)Af, -
By substituting (S (0)S7 (0)) = %‘;)WI and

AYP
.57 = PO (A 4 Az



into Eq. (1I7), we arrive:

(F( )Fk / Apsa ) —(t'—t") A, <|P(d)\ >(A85+AZS) —(t— t”)AsTsa (t)AZSdt”

+<|P(d)| >Ap501(t )e—t A“e A“a( )AT

P(t'))? v "
:<| (d)| >qu0t(t) —t ASS/O Gt ASS(Ass +Az;)et Az;dtlleftAz;aT(t)Az];s

P(t ’
PO afiye A=A ()AL,

P t/ 2 " " "__
:<| ( )| >Apsa(t) —t'AL, [t A, t AT]iu ée—tAfsa (t)Ags

d
(P()[*) - T
+TApsa(t Yo~ Asse “tAsa(t)AL
(P()[*) —(t—t)AT
:TApsa(t’)e =8l ()AL .
Noting that (F;(t')F;(t)) is a scalar, ae(t) = o (t), and Al = —A,,, we can further derive:
e (P(t)[*)
(Fu(t)E()) = (Apsax(t)e S=OAL QT ()AL

:w( A sat)e e (- t)Assa(t/)ASP)

(PP .
=K ()

from which we finally yield:

(F(t') - F(t) =D (Fy )) = (P K1) .

k=1
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