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S1 Simulation details
All simulations were performed in LAMMPS1,2. Additional specifics on the original model are described in
Ref. [3]. Alterations specific to this work are described below.

Dimensionless Units All simulations used dimensionless LJ units within LAMMPS and are defined
in terms of a chosen mass, m, length, σ, and energy, ϵ. From these parameters, a characteristic time scale
τ ≡

√
mσ2

ϵ is defined. In this work, we take m = 200 Da, σ = 5 Å, and ϵ = 100 K · kB = 1.38 × 10−21 J,
resulting in τ = 7.75 ps. For every monomer, the two linking particles have a mass of 0.25 m and the central
particle has a mass of 0.5 m. The total monomer mass is then 1.0 m, which is roughly the mass of a benzene
ring with a 9-carbon alkyl substituent. The temperature for all simulations was set to 300 K. All simulations
were run within a 50σ× 50σ× 50σ cubic box with periodic boundary conditions. Each simulation contained
7200 monomers, yielding an overall density of ρ = 0.0576 σ−3.

Persistence length and the angular potential. Intramolecular angles are governed by the harmonic
potential:

Eangle(θijk) = Kangle
ijk (θijk − θ0)

2, (S1)

where θijk is the angle between particles i, j, and k, θ0 is the value at the minimum of the angular potential,
and the constant, Kangle

ijk , is the spring constant for that angle. For the intramonomer angle, 2–1–2, θ0 = 180◦

and Kangle
212 was set to 5 ϵ · rad−2 for flexible chains and 50 ϵ · rad−2 for stiff chains. Previous work with this

model has determined that these values correspond to persistence lengths of lp = 3.5 for flexible chains and
lp = 16.5 for stiff chains.3 For the intermonomer angle, 1–2–2′, θ0 = 180◦ and Kangle

122′ = 100 ϵ · rad−2 in all
cases.

Langevin dynamics Langevin dynamics was implemented in LAMMPS using the “fix langevin” com-
mand. A damp parameter is used to control the diffusion rate and the relaxation rate of the temperature,
which is discussed in detail in the Supplemental Information of Ref. [3]. In the simulations in this work, the
damp parameter is set to 0.1 τ , resulting in a viscosity of γ = 0.1 mPa · s. For further discussion of this
parameter, see Ref. [4].

S2 Attractive interaction strengths and Lorentz-Berthelot combin-
ing

After choosing εAA and εBB as described in Methods, we utilized Lorentz-Berthelot combining rules4 to
define an attraction strength between our more and less solvophobic monomers, A and B, respectively,
setting εAB =

√
εAAεBB. As we are utilizing dimensionless, reduced unit values for σAA and σBB, this

expression is also equivalent to Kong combining rules.5 Table S1 shows all combinations of the εatt values
explored in this work.
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εAA (kBT ) εAB (kBT ) εBB (kBT )

1.0 0.32 0.1
1.0 0.55 0.3
1.0 0.71 0.5
0.75 0.27 0.1
0.75 0.47 0.3
0.75 0.61 0.5
0.5 0.22 0.1
0.5 0.39 0.3
0.5 0.5 0.5

Table S1: Lennard-Jones attractions. Columns show εAA, εAB, and εBB, which are the well-depths
for the attractive portion of the LJ interactions (see Eq. 1 in the main text) for A to A, A to B and B
to B monomers, respectively. Values for εAA and εBB were chosen to reflect a copolymerization in which
monomer species A is more solvophobic than species B. From the values of εAA and εBB, εAB values were
calculated according to Lorentz-Berthelot rules.4 For all combination of attraction strengths, the strength
of repulsive interactions, εrep, is kept at a constant value of 1.33 kBT , irrespective of monomer identity.

S3 Activation energies
To ensure that having a fixed value for εrep, plus the additional soft repulsive potential between type 2
particles, was maintaining a consistent activation energy across monomer type pairs for our range of simu-
lation parameters, we tabulated the activation energies for successful bond formations for a set of ∼ 52000
bonding events drawn from the full range of simulation parameters explored in this work. Activation energies
are calculated from the total potential energy of the two bonding monomers arising from the LJ potential
between type 1 particles, the soft repulsive potential between type 2 particles, and the intramonomer bond
lengths and angles. The values of each of these contributions above their minimum energy are summed at
the time of bond formation to obtain the total activation energy for the bonding event. Figure S1 shows
the results of this comparison, broken down by monomer type pairs, demonstrating consistent activation
energies across monomer type pairing.

Figure S1: Observed activation Energies. The average activation energies for bond formation events
of A to A, A to B, and B to B monomer pairs for the full range of simulation parameters explored. Error
bars represent the standard deviation in the recorded values for each monomer type pairing.

2



S4 Calculation of the first coordination number from g(r)
In liquids the first coordination number is commonly defined in terms of the radial distribution function,
g(r), and is taken as the number of atoms within the first coordination shell.6 With this definition, we
calculate the first coordination number for a given monomer species combination as:

nij
1 = 4πρ

∫ r′

0

r2gij(r)dr, (S2)

where ρ is the number density of the system, r is the radial distance from the center of a fixed reference
particle, and r′ is the value of r at which gij(r) reaches the first minimum after the initial peak. Indices i
and j correspond to the possible monomer species pairs within the system, namely AA, AB, and BB.

S5 Chain length and block length statistics
In this section we derive a prediction for the block length distribution among the oligomers based on a
Markovian statistical model.

We begin with the probability distribution for chain lengths in a step-growth polymerization, which is
given by the Flory-Schulz distribution.7 That is, the probability of finding a chain of length n is given by

P (n) = (1− p)pn−1, (S3)

where p is the reaction extent, or the probability that a given monomer has reacted. Distributions calculated
from Equation S3 are shown in Fig. 3 b&c and Fig. 6a in the main text for comparison to the observed
distributions of oligomer chain lengths.

Under Flory’s assumption of equal reactivity, the probability of having a like or unlike bond is only based
on the identities of the two bonding monomers, as reactivity does not depend on the length or properties
of a molecular chain attached to either of the two reacting monomers. This dependence of reactivity and
bond formation on only the identities of the most recent monomer and next monomer to be added means
that the sequence can be treated as a Markov chain. To obtain an expression for the probability distribution
of contiguous blocks of either A or B, we define analogous equations to Equation S3, but specific to A or
B. Just as p in Eq. S3 is the probability that a given monomer has reacted with any other given monomer,
we now define pA as the probability that a given monomer of A has reacted with another A monomer.
Similarly, pB the probability that a given monomer of B has reacted with another B monomer. Then, for
the distributions of A blocks of length nA and B blocks of length nB, we obtain:

P (nA) = (1− pA)p
nA−1
A ;

P (nB) = (1− pB)p
nB−1
B .

(S4)

The resulting Markovian expression, Equation S4, is used as a point of comparison for our observed
sequence behavior in Fig. 4e-g and Fig. 6b, as discussed in the main text.

From the Flory-Schulz distribution it is possible to derive a corresponding expression for the system
dispersity, Ð, for a given reaction extent p, which also provides an important comparison for the simulation
results. We start with Ð defined as:

Ð =
Mw

Mn
, (S5)

which is the ratio of the weight-averaged molar mass, Mw, to the number-averaged molar mass, Mn. These
are each obtainable from the Flory-Schulz distribution, P (n) in Equation S3, using the definitions8,9:

Mn = M0

∑
n

nP (n); (S6)

Mw =
∑
n

wnMn = M0

∑
n

wnnP (n). (S7)
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Here wn is the weight-fraction of n-mers given by wn = (nM0)Nn

M0N0
= nNn

N0
, for Nn total n-mers and N0 initial

monomers with a molar mass of M0. From these definitions the following identities are used:∑
x

xpx−1 = (1− p)−2 for p < 1; (S8)

∑
x

x2px−1 = (1 + p)(1− p)−3 for p < 1. (S9)

Using the expressions in Equation S8 and S9, the mass-averaged and weight-averaged molar mass expressions
reduce to:

Mn = M0
1

1− p
; (S10)

Mw = M0
1 + p

1− p
. (S11)

Finally, combining Equations S10 and S11 with the definition of Ð in Equation S5 we obtain the expression:

Ð = 1 + p. (S12)

The resulting expression in Equation S12 is plotted vs. p in Fig. 3a in the main text and is compared to the
observed dispersities in our simulations.

For the derivation of Equation S12 we made use of the Flory-Schulz distribution for the entire chain
given in S3. To obtain an expression for the expected dispersity in block lengths, we replace the Flory-
Schulz distribution for chain lengths with the expected distribution of block lengths using a Markovian
model, namely P (nA) or P (nB) as defined in Equation S4. This leads to the following expressions for block
length dispersity:

ÐA = 1 + pA;

ÐB = 1 + pB.
(S13)

The predicted block dispersities from Equation S13 are utilized to examine the deviation from Markovian
behavior in our system, as described in Section S6 and shown in Fig. S2a below.

S6 Quantifying deviations from Markovian block statistics
To quantitatively explore the deviation from Markov statistics in our system, we compared the Markovian
predictions for dispersity and block length distribution with the results of our simulations. We determined
the mean standard error (MSE) between the observed and predicted block dispersities (Equation S13) and
calculated the Wasserstein metric10,11, Wp, as a measure of the statistical distance between the Markovian
distributions and our observed block length distributions. Fig. S2 shows the results of each of these metrics,
as a function of ∆ε. With the increase in attraction asymmetry between A and B species, characterized by
∆ε, the difference between the Markovian distribution and the observed distribution of A block lengths also
increases. This deviation demonstrates the non-Markovian nature of A-block formation under conditions in
which attractive interactions drive monomer self-assembly. Notably, however, the Markovian distribution is
a better match to the observed distribution of B block lengths, as Wp for the B blocks is lower than that
for the A blocks and also largely independent of ∆ε. Indeed, the dispersities and length distributions of
the B blocks are still well described by Markovian chain statistics for each interaction strength combination
explored in this work.
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Figure S2: Error metrics for the predicted and observed block dispersities and block length
distributions. (a) The mean standard error (MSE) between the observed dispersity, Ð, in block lengths,
and the associated prediction for block length Ð based on Markovian statistics. (b) The Wasserstein metric,
Wp, a statistical distance between our observed block distribution and the Markovian distribution. In both
(a) and (b), the block type, A or B, is shown by marker coloration. The marker shape indicates the value
of attractions – εAA for A blocks and εBB for B blocks. Dashed lines show trends in the values for A blocks
for cases with equal εAA, with the value of εAA indicated by line coloration. The black line is the trend in
B block values for all simulation parameters. Observed distributions were collected from three independent
trials for each simulation parameter set.
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S7 Calculating the local nematic order parameter
To calculate the local nematic order parameter, we begin with the standard definition of a nematic order
parameter:

S = ⟨3 cos
2 θ − 1

2
⟩, (S14)

where θ is the angle between the orientation of a single monomer and the director, namely the average
orientation of all monomers in the system. Since we wish to quantify the degree of alignment within each
aggregate rather than across the entire simulation, we calculate the angle θ to be the angle between the
orientation of one monomer and the average orientation of all monomers within the local environment,
defined as monomers within a distance of 2.5σ. Moreover, since we are interested in the alignment within
an aggregate, we only include monomers in the overall ensemble average if there are at least 12 neighboring
monomers within the 2.5σ distance. Our final expression for the local order parameter is therefore given by:

Slocal = ⟨3 cos
2 θ − 1

2
· 1aggregates⟩, (S15)

which takes the standard order parameter in Equation S14 (using the localized θ) and multiplies by an
indicator function, 1aggregates, that takes the value 1 if the neighboring monomer criteria is met and 0
otherwise.

Fig. S3 shows the value of this order parameter for flexible chains throughout the reaction at each of the
attractive interactions explored in this work. Flexible polymers do not show significant nematic ordering
regardless of attraction strength. Thus, the peak value for Slocal observed in Fig. S3 is used a threshold value
for nematic ordering in stiff chains, as shown in Fig. 5 and described in the main text.

Figure S3: Local nematic order parameter for flexible chains. Local nematic order parameter,
Slocal, as a function of reaction extent, p, over the range of attraction strengths explored for flexible-chain,
lp = 3.5, polymers. The dashed horizontal line indicates the highest value for Slocal seen in this case. This
line is reproduced in Fig. 5 in the main text.
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S8 Polymerized Fraction
Asymmetric attractive interactions produce different rates of polymerization between monomer species. The
fraction of each monomer type that has undergone polymerization depends on the balance of these interac-
tions as well as the development of the emergent aggregate phase. We simulate a fixed quantity of monomers
with an equal amount of A and B. Without a continuous reactant feed, the polymerized fractions of the
monomer species are also impacted by the total availability of each monomer species. This impact is particu-
larly notable late in the reaction, where the more rapidly polymerizing monomers near complete conversion.
As such, the polymerized fractions of the two monomer species varies in a complex fashion throughout the
reaction. This variation can be seen in Fig. S4 below.

Figure S4: Polymerized fraction of monomer species. (a) The fraction of A and B monomers which
have polymerized as a function of the reaction extent, p, for stiff chains of lp = 16.5 and select attraction
values. Monomer species is indicated by line color, and line styles indicate the set of attractive interactions.
(b) The fraction of B monomers which have polymerized as a function of the reaction extent, p, for stiff
chains of lp = 16.5 at all attraction combinations. Color indicates the degree of attraction asymmetry, ∆ε,
and line styles indicate εAA value. All data was obtained from three independent simulation trials for each
parameter set. In each case, similar results were observed for flexible chains.
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S9 Supplemental Kinetics and Length Distributions
Additional figures providing kinetic parameters, chain and block length distributions, and characteristic
snapshots of the final system state for select ε and lp parameter sets are shown in Fig. S5 and Fig. S6 below.

Figure S5: Length distributions and kinetic parameters for flexible-chain copolymerizations.
Columns from left to right: the final system snapshot, chain length distribution, block length distributions,
and several kinetic parameters versus reaction extent and simulation time. The chain length and block
length distributions are represented as histograms, with the predicted distributions from Flory-Schulz and
Markovian statistics plotted as lines. Kinetic plots include the pairwise bonding probabilities (pAA, pAB ,
and pBB), Slocal, Xn, and Ð. For Ð a dashed line is calculated for blocks, while the solid line is calculated for
the entire chain. Rows represent different attraction strengths, as indicated, with flexible chains of lp = 3.5.
All data is collected from three independent simulation trials at each parameter set.
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Figure S6: Length distributions and kinetic parameters for stiff-chain copolymerizations.
Columns from left to right: the final system snapshot, chain length distribution, block length distribu-
tions, and several kinetic parameters versus reaction extent and simulation time. The chain length and block
length distributions are represented as histograms, with the predicted distributions from Flory-Schulz and
Markovian statistics plotted as lines. Kinetic plots include the pairwise bonding probabilities (pAA, pAB ,
and pBB), Slocal, Xn, and Ð. For Ð a dashed line is calculated for blocks, while the solid line is calculated
for the entire chain. Rows represent different attraction strengths, as indicated, with stiff chains of lp = 16.5.
All data is collected from three independent simulation trials at each parameter set.
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