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Computational Details

Gaussian calculations: To obtain electronic and optical properties for a series of tetrahedral units, we
performed DFT calculations using the Gaussian 09 software!’l. Based on the optimized geometry
configurations, we used the B3LYP functional along with the 6-311G basis set to compute the highest
occupied molecular orbital (HOMO)-lowest unoccupied molecular orbital (LUMO) gap Eg
(HOMO-LUMO). In addition, at the same functional and basis set, we calculated UV-Vis spectrum for
these units with time-dependent density functional theory (TD-DFT'?) and derived their optical gaps Eg
(TD-DFT). The polarizability « and the first hyperpolarizability g of these structure units were studied
using CAM-B3LYP functional with 6-311G+(2d) basis set by adding polarization and diffuse
functionst®. We have also computed basis set dependence of B of these units for the CAM-B3LYP
functional. As listed in Table S1, we can find that the present computational settings should be helpful
to obtain reliable (hyper)polarizabilities. In the presence of an applied electric field, the energy of a
system E is a function of the field strength F and (hyper)polarizabilities are defined as the coefficients

in the Taylor series expansion of the energy in the external electric field, as expressed by the following

1 1
E(F)=E(0)—ZMiFi—§Z ZaijFiF}_az Z ZﬁiijiFij_"'
: T T T %

i,j, k={x7v,z2} (1)
where E(F) is the energy of a molecule under the electric field F, E(0) is the unperturbed energy of a

equationt*®l:

free molecule, Fi is the vector component of the electric field in the i direction, and y;, a;; and By
are the dipole moment, linear polarizability and first hyperpolarizability, respectively. Here, each of the
subscripts i, j and k denote the index of the Cartesian axes X, Yy, z, and a repeated subscript means a
summation over the Cartesian indices x, y and z. In computational chemistry tools, «;; and g, are
computed as the second and third-order derivatives of the energy (E) with respect to the applied field

(F) , respectively; these equations are as follows!:
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This can be done numerically or analytically!™®l. In this study, «;; and Biji calculation at static

ij
frequency was computed numerically with the finite field approach (Freq = NRaman keyword). The
stepsize of finite difference (F;, i = X, y, z) was set to be 0.0033 au.

Based on the computed « and f tensor components at static frequency, we then derived polarizability
anisotropy Aa and the mean first hyperpolarizability o for each unit. The obtained results are presented

in the Supporting Information (See Table S1). The polarizability anisotropy Ao and the mean first



hyperpolarizability S, was calculated using the following equations:

Aa - \/%[(axx _ayy)z + (axx _azz)2 + (ayy _azz)2 + 6(axy2 + aXZz +ay22)] (4)

Bo = (B2 + B2 + B2)? (5)
and
.Bx = :Bxxx + IBxyy + ﬁxzz

By = Byyy * Brxy + Byzz

Bz = Brzz + Brxz + Byy: (6)
An external electric field can be either static or dynamic. The frequency dependence of
(hyper)polarizabilities is known as dispersion. For [PN202] unit, we have also computed its
frequency-dependent the first hyperpolarizability using the TD-DFT method with analytical derivatives
(Polar = DCSHG keyword), as shown in Figure S1. It is found that the mean first hyperpolarizability So
can enhance drastically under the applied electric field.
Crystal structure predictions: The evolutionary algorithm as implemented in USPEX (Universal

Structure Predictor: Evolutionary Xtallography) [~

code were used to explore deep-UV
oxonitridophosphates. We performed variable-composition structure search for the P-N-O system with
up to 36 atoms in the unit cell at zero temperature and ambient pressure. Those experimentally reported
structures were used as seeds during the variable composition search. In each prediction, the first
generation contains 120 structures produced randomly. Each subsequent generation contains 100
structures, of which 40% are produced by heredity, 20% softmutation, 20% transmutation operators and
the rest of 20% random symmetric and random topological generators. For each structure produced by
USPEX, with the help of VASP codel*”, we performed first-principles total energy calculation and
structural relaxation using the all-electron projector augmented wave (PAW)!! method. The
Perdew-Burke- Ernzerhof (PBE) functional®?! in the framework of generalized gradient approximation
(GGA)*® was adopted to describe the exchange-correlation potential - the valence electrons
configurations of 3s?3p®, 2s°2p® and 2s2p* were chosen for P, N and O, respectively. In these
calculations, we used plane-wave kinetic energy cutoff of 600 eV and /-centred uniform k-point meshes
with reciprocal-space resolution of 27x0.05A™,

First-principles properties calculations: For predicted PNO structures (PNO-1 and PNO-II), the
first-principles calculations are performed using CASTEP packagel**! for obtaining their electronic band
structure, optical properties and phonon dispersion spectrum. The ion-electron interactions are modeled
by norm-conserving pseudopotentials for each atomic species with the following valence configurations:
N 2s?2p, O 25° 2p* P 3s?3p. The generalized gradient approximation (GGA) was adopted, and
Perdew-Burke-Ernzerhof (PBE) functional was chosen to calculate the exchange-correlation potential.

A series of computational parameters with high-precision are chosen for related calculations, including



a high plane-wave energy cutoff of 750eV and dense k-point meshes with reciprocal-space resolution of
21x0.03A™%. The calculations of the linear optical performance were described in terms of the complex
dielectric constant e(w) = e1(w) + ie2(w). The imaginary part e2(w) of the dielectric function e(w) was
calculated by using momentum matrix elements between the occupied and unoccupied electronic states:
2
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Here Q is the unit cell volume, v and ¢ represent the valence band (VB) and conduction band (CB),

2e
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w and 1 are the frequency and the unit vector in the polarization direction of the incident light. Under
the periodic boundary condition, |(1/J,f|ﬁ . rlt/),f)| is the transition matrix element between the VB and
the CB at a specific £ point in the first Brillouin zone. The real part &1 (w) can be obtained from the
imaginary part e(w) using the Kramers-Kronig transformation. The refractive indexes n(w) and
birefringence An(w) can be obtained from the complex dielectric function. For achieving the
phase-matching (PM) output in the ultraviolet region, a sufficiently large birefringence is needed. For
the SHG process, it can realize the phase-matching SHG conditions only when the refractive indices of
the fundamental wave and second-harmonic wave are equal: n(24pm) = N(Apm), Where Apy IS the shortest
SHG output wavelength.

The SHG coefficients were calculated using the so-called length-gauge formalism derived by Aversa
and Sipe.[* At zero frequency, the static second-order nonlinear susceptibilities can be ascribed to the

virtual hole (VH) and virtual electron (VE) processes:!*¢1"]

Kapy = Zig (VE)+ 25}, (VH) @
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Where Xy (VE) and Xapy(VH) are computed using the following formulas:
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Here, a, B, and y are the Cartesian components; v /v'and ¢ /¢’ denote the VBs and CBs; P(afy),
hwij,
respectively. Accordingly, the SHG coefficient djj is determined by the transform from (d;z=1/2y,) with
the following subscript relationship between gyand j: 11 — 1,22 — 2;33 — 3; 23,32 — 4; 13,31 — 5;

and 12, 21 — 6. The frequency-dependent SHG coefficients were calculated by ABINIT package.[*82"]

and p;; refer to the full permutation, band energy difference, and momentum matrix elements,

The hybrid functional (HSE06) as implemented in the PWmat code?! was used to obtain more accurate
band gaps (Eg-HSE), which has been shown to be consistent with experimental results. The number of

empty bands needed to achieve converging results for the optical properties was set at three times the



number of VVBs. The optical properties are calculated by the scissors-corrected GGA method, where the
scissors operator is set as the energy difference between the Eg-HSE and Eg-GGA.

The elastic constants, directly related to the mechanical stability of a structure, were calculated by VASP
code. For a mechanically stable structure with a given symmetry, its elastic constants should satisfy the
corresponding stability criteria.’??! The mechanical properties (bulk modulus B and shear modulus G) of
a material were evaluated using the \oigt-Reuss-Hill averaging scheme.?>#! With B and G, the Vickers
hardness Hy of a material can be obtained according to the Chen-Niu and Efim-Oganov empirical
models.?>?7 Based on elastic constants, we can also evaluate lattice thermal conductivity and the
minimum thermal conductivity at high temperature for a material by using the empirical Slack model

and Clarke model, respectively. (282

A comparison of SHG coefficients: PNO vs. KDP

In general, for most of experimentally synthesized NLO materials, their SHG coefficients will be
preferentially measured with a laser of photon energy (1.17 eV). It has been reported that SHG
coefficients of NLO materials generally slowly increase up to half the band gap.%* And thus the
computed static SHG coefficients are often used to compare with the experimental values.®Y For the
well-known KDP, its SHG coefficient (dsg) calculated at zero frequency is 0.40 pm/V which is quite
close to its experimental value (0.39 pm/V @ 1.17 eV). Using the same simulation method, we here
computed the static SHG coefficients for PNO-1 and PNO-II — it shows that the largest static SHG
coefficients of these two structures (2.33~3.44 pm/V) are much larger than that of well-known KDP
(0.40 pm/V). We have also computed frequency-dependent SHG responses for PNO-I, PNO-I1 and KDP.
At photon energy equals to 1.17 eV, the maximum SHG coefficients for these three compounds are all
comparable to their static ones (see Fig. S4 in the supporting information). It is also shown that PNO-I
and PNO-II always have much stronger SHG response than KDP at all photon energy range (0 — 6 eV).
We notice that there is a rough trend that the NLO materials with large bandgap will have small SHG
response. Considering that PNO compounds have comparable bandgap (6.6 eV) with that of KDP (7.16
eV), it seems to be abnormal that PNO compounds have much higher SHG values than that of KDP.
This can be explained by the big difference of the first hyperpolarizability between [PO4] and [PN202]
units. As shown in Figure 1, [PN202] unit has a much higher hyperpolarizability than that of [PO4],
suggesting that compounds containing [PN202] unit can have much higher SHG response that those
containing [PO4] unit.



Table S1 The mean first hyperpolarizability (o, in a.u., 1 au = 3.20636 x<10™°° C*m®%) computed for several different
units using the CAM-B3LYP functional with different basis sets

Structure Bo
Units 6-311G 6-311G 6-311G 6-311G 6-311G 6-311G 6-311G
(d) (2d) (3d) +Hd)  +(2d)  +(3d)
[PO2F2] 8.9 0.1 3.7 3.8 34.9 42.5 41.9
[PO3F] 25.1 16.5 16.5 15.9 63.4 76.9 62.6
[SiO2F2] 22.6 26.1 20.1 24.2 22.3 28.8 37.4
[SiO3F] 9.2 6.4 6.0 1.2 166.7  130.8  490.1
[SIOF3] 45.3 51.0 42.7 44.5 12.6 15.9 33.6
[SIO3N] 4309 397.4  340.8 452.4 1496.7 3564.7 -
[SiO2N2] 494.8  460.6 402.8 4917 1152.0 1128.3 1182.8
[SION3] 509.3 477.2  406.7 380.5 - 2950.4 2880.7
[PO3N] 101.1  103.4 78.5 69.9 9324 9255 815.8
[PO2N2] 124.6 130.0 100.4 91.6 1737.7 1698.4 1798.3
[PON3] 1085 114.1 89.0 75.2  2660.6 1991.6 1655.9

Table S2 Computed HOMO-LUMO and TD-DFT gaps (Eg, in eV), polarizability anisotropy (Aa, in a.u., 1 au =
1.6488 x10™*" C°m?™") and the mean first hyperpolarizability (o, in a.u., 1 au = 3.20636 < 10™ C’m°J?) for several
different units

Structure Units Eg (HUMO-LUMO) Eg (TD-DFT) Aa Bo
(eV) (eV) (au) (au)
[PN4] 4.69 4.37 0 0
[PNO3] 6.17 5.01 119 9255
[PN202] 5.22 4.18 35.6 1698.4
[PN3Q] 4.72 3.65 26.6 1991.6
[PO4] 8.28 7.43 0 0
[PO2F2] 9.17 8.25 6.7 425
[PO3F] 8.53 7.91 6.0 76.9
[SiN4] 3.94 3.47 0 0
[SINO3] 4.08 3.11 77.3 3564.7
[SiN202] 3.60 2.59 30.1 1128.3
[SiIN30] 3.45 2.45 62.7 2950.4
[SiO4] 6.45 5.76 0 0
[SIOF3] 8.64 7.61 45 159
[SIO2F2] 7.91 6.74 7.0 8.7
[SiO3F] 6.65 5.88 8.8 130.8




Table S3 Structural and thermodynamical information of ten predicted PNO structures

Compound Space groups

E above hull Density
(eViatom)  (g/lcm’)

PNO-I
PNO-II
PNO-III
PNO-1V
PNO-V
PNO-VI
PNO-VII
PNO-VIII
PNO-IX
PNO-X

12,2124
Cc
P2
R3

Pna2;

P2,2,2,
P-1

Ima2
C2
P3;

0 2.61
0.001 2.59
0.003 2.58
0.012 2.46
0.013 2.61
0.017 2.64
0.024 2.77
0.030 2.46
0.031 2.31
0.040 2.91

Table S4 Mechanical and thermal properties of PNO-1 and PNO-II

Vickers hardness Lattice thermal ~ The minimum
Is Bulk Shear o
) (GPa) conductivity at thermal
Compound  mechanically modulus modulus _ o o
Chen-Niu 300 K (W m conductivity
Stable? (GPa) (GPa) . o o
Efim-Oganov K™ (Wm ™ K?)
PNO-I Yes 51.5 54.2 18.9 9.6 26.3 1.2
PNO-II Yes 51.8 53.2 18.1 10.0 24.7 1.2
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Fig. S1 The simulated frequency-dependent hyperpolarizability response for [PN202] unit. f(-2w, w, w) is the mean
first hyperpolarizability at applied field w (in eV) and S,(0, 0, 0) is the static mean first hyperpolarizability
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Fig. S2 Phonon dispersion spectra of (a) PNO-I, (b) PNO-II
Harmonic light wavelenth (nm) Harmonic light wavelenth (nm)
200 250 300 350 400 150 200 250 300 350 400
2‘8 1 1 1 1 2.8 1 Il 1 1
- - - n,20) — nyo) === n,20) — no)
" . - nf20) — nyw) PN - nf2w) —— ny(m)
% 241 - ny20) — ny(o) x 2400 - - ny20) — n,o)
© b=} N A
£ - =
@ 2 © 20-
2 2
g g
=1 &= 16
e e
The shortest PM wavelength: ~189 nm The shortest PM wavelength: ~ 169 nm
1.2 4 1.2 4
4II)D 560 BIIJO 760 800 300 460 560 s('m 760 800
Fundamental light wavelenth (nm) Fundamental light wavelenth (nm)

Fig. S3 Computed dispersion curves for both ordinary and extraordinary indices of refraction for PNO-I (left) and
PNO-II (right)
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Fig. S4 The simulated frequency-dependent SHG response for bulk PNO-1,PNO-I1 and KDP compounds
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