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S1 Atom Type Nomenclature

Figure S1: Structure of ethylene glycol molecule a) labeled with atom names b) labeled with
atom types used in the force field.

S2 Nomenclature of Ethylene Glycol Conformations

The nomenclature of ethylene glycol (EG) conformations are based on dihedral angle values

of its three dihedral angles H-O-C-C (terminal), O-C-C-O (central), and C-C-O-H (terminal)

and shown in Figure S2. When a dihedral angle is greater than or equal to 150 ° or less than

or equal to -150, it is termed as trans and when it is between ± 30 ° to ± 90 ° it is termed as

gauche. Symbol T and G are used if the OCCO dihedral is in trans and gauche conformation,

respectively. Lower case symbols t (trans) and g (gauche) are used for clockwise rotation of

terminal dihedrals and t′ (trans) and g′ (gauche) for anticlockwise rotation of the terminal

dihedrals. For example, figure S2a is named as gTg′ and figure S2b is named as tGg′. In

common discussion, a EG molecule is referred to be in trans or gauche conformation based

on the dihedral angle of the OCCO dihedral.
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Figure S2: Structure of EG molecule shown in a) gTg′ conformation and b) tGg′ conformation.

S3 Quantum Calculations of Ethylene Glycol Monomer

Ab initio geometry optimization calculations in gas-phase and implicit EG solvent medium

were performed for a single EG molecule using Gaussian 161 software. EG molecules exist in

ten unique conformations. The ten conformers can be divided into two categories, one in

which the OCCO dihedral angle adopts trans conformation and the other wherein it adopts

gauche conformation. We performed calculations for the two most stable conformers in the

respective two categories, viz. gTg′ and tGg′. GaussView2 was used to build the initial

structures. Density functional theory (DFT) along with 6-311++G(d,p) basis set and B3LYP

exchange and correlation functional3,4 were used for geometry optimization. Dispersion

interactions were corrected using Grimme’s D35 correction along with Becke and Johnson’s

(BJ)6 damping function. A convergence criterion of 10−9 a.u. and 10−7 a.u. was used on

the density matrix and energy matrix, respectively. And using the ”opt=verytight” keyword

within the Gaussian 16 software, a convergence criterion of 2 x 10−6 a.u. on the maximum

force and 10−6 a.u. on the root-mean-square force was employed. Ultrafine integration grid

was used for numerical integration. No symmetry constraints were applied for geometry

optimization. Frequency calculations were performed on the optimized geometries to confirm

energy minima. The energy difference between gTg′ and tGg′ conformers and their dipole
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moment values are presented in Table S1.

Table S1: Potential energy difference in gas phase and implicit EG solvent medium
between two conformers of EG. Energies and dipole moments were calculated using DFT at
B3LYP-D3BJ/6-311++G(d,p) level of theory.

E(gTg′) - E(tGg′) (kJ/mol)
Dipole Moment (Debye)

gTg′ tGg′

Gas-phase 11.61 0.00 2.63

Implicit solvent (PCM) 7.11 0.00 3.21

Geometry optimization of the two, gTg′ and tGg′, conformers were also performed using

CP2K software. DFT with molecularly optimized double-ζ (DZVP-MOLOPT-SR-GTH) basis

set and Perdew, Burke, and Ernzerhof (PBE)3,7–9 functional with corresponding Goedecker,

Teter, and Hutter (GTH)8–10 pseudopotential was used for geometry optimization calculation.

Dispersion interactions were corrected using Grimme’s D2 dispersion correction.11 The gas

phase calculations were performed at this level of theory because ab initio molecular dynamics

(AIMD) simulations of liquid EG were performed at the same level, and later we will compare

the dipole moment of the single molecule with dipole moment distribution obtained from the

AIMD simulations. A density cutoff of 700 Ry was used. A target accuracy of 10−7 a.u. was

employed for SCF convergence. The energy difference between gTg′ and tGg′ conformers in

the gas phase and their dipole moment values are present in Table S2. They demonstrate the

close agreement of the molecular energetics and electrostatics represented by PBE-D3 with

that of the B3LYP-D3BJ calculations.
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Table S2: Potential energy difference in gas phase between two conformers of EG. Energies
and dipole moments were calculated using DFT at GTH, PBE-D2/DZVP-MOLOPT-SR level
of theory.

E(gTg′) - E(tGg′) (kJ/mol)
Dipole Moment (Debye)

gTg′ tGg′

Gas-phase 9.72 0.00 2.41

S4 EG Dimer Potential Energy Scan Along O-H. . . O

Hydrogen Bond Direction

One of our main objectives to perform liquid phase AIMD simulations was to ascertain the

equilibrium population of trans and gauche conformers; thus, it is crucial to choose functionals

and protocols carefully so as to be as close to more accurate treatments of intermolecular

interactions as possible. Given that periodic DFT (as implemented in CP2K, say) has an

efficiency limitation in handling hybrid functionals, van der Waals interaction needed to be

included through the empirical Grimme approach. To benchmark the same, we performed a

quantum potential energy rigid scan of an EG dimer along the direction of the intermolecular

hydrogen bond at different levels of commonly used DFT methods and CCSD(T) theory. In

this calculation, both the EG molecules were in gauche conformation, as shown in Figure S3.

The scans were performed using two commonly used exchange correlation functionals

BLYP3,4 and, PBE3,7–9 with corresponding GTH8–10 pseudopotential to represent core

electrons.3,7–9 The molecularly optimized double-ζ (DZVP-MOLOPT-SR-GTH) basis set

was employed to represent valence electrons.12 Dispersion interactions for PBE functional

were corrected using Grimme’s D2 and D3 dispersion correction.11 The potential energy

surfaces (PES) thus obtained were compared with CCSD(T) results. The potential energy

profiles are shown in Figure S4. The PBE-D2/DZVP-MOLOPT-SR level of theory compares
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the best with the CCSD(T) profile; hence AIMD simulations were performed at the

PBE-D2/DZVP-MOLOPT-SR level of theory.

Figure S3: EG dimer, both the EG molecules are in gauche conformation. Blue arrow shows
the direction of potential energy scan performed at different level of theories (see Figure S4).
Color code: H: white, O: red, C: black.

Figure S4: Potential energy of EG dimer along the O-H. . . O hydrogen bond scan direction,
performed in gas phase, at different level of theories. Same data is presented both in the
inset and in the main panel.

S5 Details of Ab Inito Molecular Dynamics Simulation

Jindal and Vasudevan had shown the existence of more than 20%13 conformers in the trans

state. Yet, we felt the need for this result to be confirmed independently. Thus, we resorted
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to two independent AIMD simulations of liquid EG, each initiated from a configuration that

contained different fractions of trans conformers. These simulations of liquid EG were carried

out using the CP2K14 software. A cubic box containing 100 EG molecules with 21.02 Å side

length was constructed using PACKMOL,15 corresponding to the experimental density of

1.11 g/cc.

Table S3: System details used for EG AIMD simulations.

No. of Molecules Cubic Box Length No. of Valence Electrons

100 21.02 Å 2600

The initial configurations of liquid EG for the subsequent AIMD runs were obtained from

a classical MD simulation trajectory carried out using the GROMACS-2018.3 package16,17 in

the constant NVT ensemble for 10ns. This particular simulation was performed using the

Model 1 force field (FF) with a refined OCCO dihedral potential which produced a mean

trans population of 20%. Two snapshots, one with 15 % and another with 25 % of trans

population were selected as initial configurations for the two independent AIMD runs. To

perform the AIMD simulation, the level of the theory was chosen based on gas-phase scans

of an EG dimer, as discussed in the previous section. The AIMD simulations were performed

at the PBE-D2/DZVP-MOLOPT-SR level of theory. A density cutoff of 700 Ry was used.

Periodic boundary conditions were applied in all three directions. A target accuracy of

10−7 a.u. was employed for SCF convergence. A NVT molecular dynamics simulation was

performed using 0.5 fs time step for 40 ps. Temperature was controlled using Nosé-Hoover

thermostat18,19 at 298.15 K.

All the results from AIMD simulations are calculated from the last 16 ps of the 40 ps

trajectory and averaged over both the AIMD runs.
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S6 Force Field Parametrization

As discussed in the introduction in the main manuscript, EG in liquid state has a trans

population of 22 %. However, FFs in literature provide either nearly zero trans population

or incorrect position of maximum of the OCCO dihedral distribution (see Table S12).

Therefore we carried out FF paramatrization to obtain the right fraction of gauche and

trans population. Model 1 FF parameters (parameters provided in section S8.2) were used

as starting point to obtain the refined FF parameters. Firstly, we performed a relaxed gas

phase scan with respect to the central OCCO dihedral angle using quantum calculation

at the B3LYP-D3BJ/6-311++G(d,p) level of theory. Using the geometries obtained after

relaxed quantum scan, Model 1 FF parameters were used to calculate the relative energy

of the conformers. Then we fitted the OCCO dihedral potential function to would match

the relative energy of the conformers obtained from the quantum calculation (Figure S5).

Thereafter, we performed a classical MD simulation of liquid EG using new OCCO dihedral

parameters. The OCCO dihedral distribution thus obtained had a 20 % trans population.

However, the density was 4.5% higher than the experimental density. In order to match

the density, we compared the radial distribution function (RDF) of all possible atom type

pairs with the RDFs computed using AIMD simulations to find clues for further refinement.

Scaling ε of CG atom type by 0.5 produced a better comparison of density with experiments

as well as of the RDFs with the AIMD RDFs. After every change in the FF parameter(s), we

changed OCCO dihedral angle parameters manually to obtain a trans population of around

20 %. We calculated diffusion coefficient and viscosity at this stage and found that diffusion

coefficient and viscosity were -71 % and 176 % of the experimental values, respectively. In

order to improve on transport properties, we found scaling charges by 0.96 to give satisfactory

results. After scaling the charges, we again looked at the central dihedral distribution and

RDFs and changed OCCO dihedral parameters manually to obtain a trans population of

around 20 %. The final refined FF produced a trans population of 20.9 %.

However, we observed that the HO-HO intramolecular RDF computed using refined
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FF exhibited a shoulder at 2.2 Å which is not present in the RDF obtained from the

AIMD simulation (Figure S7 right, green curve). This peak corresponds to the HO-HO

distance when the EG molecule is in g′Gg′ conformation. we added a repulsive interaction

between intramolecular HO-HO interactions to reduce the presence of g′Gg′ conformation and

performed classical MD simulations. As shown in Figure S7 (Right, red curve), the shoulder

at 2.2 Å disappeared. Henceforth, we call the refined FF without the intramolecular HO-HO

repulsive interaction as FF-v1 and the FF with the 1-6 repulsive interaction as FF-v2.

Figure S5: Gas phase scan along the OCCO dihedral angle.

S7 Structure of Liquid EG

S7.1 Radial Distribution Functions

Some of the radial distribution functions (RDFs) computed from the refined FF, FF-v1,

and FF-v2 are shown in Figures S6, S7, and S8. They are in remarkable agreement with

those computed from the AIMD simulations. The first peak of the OG-OG RDF obtained

from the FF matches very well with that from AIMD, indicating that the FFs capture
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hydrogen bonding accurately. All the RDFs obtained from both FF-v1 and FF-v2 FF are

very similar except for the HO-HO intramolecular RDF. A shoulder at 2.2 Å seen in the

RDF computed using FF-v1 FF vanishes after the addition of intramolecular HO-HO (1-6)

repulsive interaction, and thus the g(r) of FF-v2 is in better agreement with AIMD results.

Such a 1-6 repulsive term is similar to the 1-5 repulsive term used in the TraPPE20 FF for

EG.

Figure S6: OG-OG intermolecular (left) and OG-OG intramolecular RDF (right) calculated
from AIMD and classical force fields FF-v1 and FF-v2.

S11



Figure S7: HO-HO intermolecular (left) and HO-HO intramolecular RDF (right) calculated
from AIMD and classical force fields FF-v1 and FF-v2.

Figure S8: CG-OG intermolecular (left) and CG-CG intermolecular RDF (right) calculated
from AIMD and classical force fields FF-v1 and FF-v2.
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S7.2 Structure Factor

X-ray and neutron structure factor (S(q)) were computed using the following equation S1.

S(q) =

∑
α

∑
β xαxβfα(q)fβ(q)4πρ

∫∞
0
r2(gαβ(r)− 1) sinqr

qr
ω(r)dr

(
∑

α xαfα(q))2
(S1)

where xα and xβ are fractions of atom types α and β. f(q) is X-ray atomic form factor

while calculating X-ray structure factor and neutron scattering length while calculating

neutron structure factor. gαβ(r) is RDF between atom type α and β, ω(r) is a Lorch window

function, ω(r) = sin (2πr)
L
/ (2πr)

L
, used to reduce noise at low wave-vectors. ρ is the number

density and L is the length of the box. Figure S9 shows X-ray and neutron structure factor

computed using refined FF-v1 and FF-v2, and compared with experimental21 results.
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Figure S9: Structure factor for liquid EG calculated using our refined force fields, FF-v1 and
FF-v2, and compared with experimental results. Experimental data is taken from Ref. 21. In
the case of neutron diffraction, R denotes C2D4O2, where the scattering length of deuterium
is substituted in place of that of methylene hydrogen atoms.
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S8 Details of Force Field Parameters and Classical MD

Simulation

Following are the details of all the FFs that we have used. Refined FF: FF-v1 and FF-v2 are

the FFs developed by us on top of Model 1 FF. Models 2, 3, and 4 were used to compute the

OCCO dihedral distribution (Figure S10) to compare them with the distribution calculated

from our refined FF. Simulations were performed using a cubic box, and periodic boundary

conditions were applied in all three directions. Simulation box details for all the models

are present in Table S12. We performed energy minimization followed by a 15 ns NPT run.

Trajectories were saved every 1 ps. The last 5 ns of the NPT run were used to calculate

average density and OCCO dihedral distribution. All the simulations were carried out using

GROMACS-2018.3 software.16,17

S8.1 Our Refined Force Fields: FF-v1 and FF-v2

Model 1 FF parameters (Section S8.2) were used as an initial point to obtain the refined FF

parameters. FF-v1 is a general Amber FF (GAFF) based model and the functional form of

the potential energy (E) is the same as that of GAFF. FF-v2 FF parameters are the same as

FF-v1, except an extra 1-6 intramolecular repulsive interaction is included in FF-v2. The

potential energy functional form for FF-v1 and FF-v2 is shown in Equations S2 and S3,

respectively. Lennard-Jones (LJ) and Coulomb interactions are absent for atoms connected

by less than three bonds. 1-4 LJ and Coulomb interactions are scaled by a factor of 0.5 and

0.833, respectively. A cutoff value of 10 Å was used to calculate short-range LJ and Coulomb

interactions for all the simulations performed using FF-v1 and FF-v2 FF. FF-v1 and FF-v2

force filed parameters are shown in Tables S4, S5, S6, and S7. The value of C used (equation
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S3) is 40000 kJ mol−1 nm12.

EFF−v1 = Enon−bonded + Ebonds + Eangles + Edihedrals

=
N−1∑
i=1

N∑
j>i

{
4εij

[(
σij
rij

)12

−
(
σij
rij

)6
]

+
qiqj

4πε0rij

}
+
∑
bonds

Kr(r − req)2 +
∑
angle

Kθ(θ − θeq)2

+
∑

dihedrals

Kφ(1 + cos(nφ− φs))

(S2)

EFF−v2 = EFF−v1 + Erepulsive

Erepulsive(rij) =
∑
ij

C/(rij)
12

where ij in Erepulsive(rij) are 1-6 intramolecular pairs.

(S3)

Table S4: Non-bonded LJ parameters and charges used in FF-v1 and FF-v2 force field.

Atom Type σ (nm) ε (kJ/mol) q (e)

CG 0.339967 0.228865 0.28669056

HG 0.247135 0.0656888 0.00033408

OG 0.306647 0.880314 -0.70818528

HO 0.000000 0.000000 0.42082656
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Table S5: Bond parameters used in FF-v1 and FF-v2 force field.

Bond Type Kr (kJ mol−1 nm−2) req (nm)

CG-HG 276650 0.10969

CG-CG 251790 0.15375

CG-OG 265010 0.14233

OG-HO 310790 0.0985

Table S6: Angle parameters used in FF-v1 and FF-v2 force field.

Angle Type Kθ (kJ mol−1 rad−2) θeq (degree)

CG-CG-HG 388.28 109.56

CG-CG-OG 564.84 110.19

CG-OG-HO 396.64 110.00

HG-CG-HG 328.03 108.46

HG-CG-OG 425.93 110.26
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Table S7: Dihedral parameters used in FF-v1 and FF-v2 force field.

Dihedral Type n Kφ (kJ mol−1) φs (degree)

CG-CG-OG-HO

3 0.20000 0.0000

2 -0.60000 -180.0000

1 1.00000 0.0000

HG-CG-CG-HG 3 0.65084 0.0000

HG-CG-CG-OG 1 1.04600 0.0000

HG-CG-OG-HO 3 0.69733 0.0000

OG-CG-CG-OG

3 6.30149 0.0453

2 -5.20178 -179.9199

1 7.81384 0.0481

0 -3.94420 56.4662

A Leap-frog integrator was used to solve the equations of motion with a time step of 1 fs.

A cutoff of 10 Å was used for short-range interactions, and energy and pressure corrections

were applied. Long-range Coulomb interactions were calculated using the particle mesh

Ewald method.22 Nosé-Hoover thermostat19 with 1 ps time constant was used to control

temperature. Parrinello-Rahman barostat23,24 with a time constant of 10 ps was used for

pressure coupling. Periodic boundary conditions were applied in all three directions. LINCS

algorithm25 was used to constraint all the covalent hydrogen bonds. To prepare the liquid EG

box, 1400 EG molecules were first packed in a 50 Å box using PACKMOL,15 and then energy

minimization was performed. Subsequently, a 25 ns NPT simulation was performed at various

temperatures, and the average density was calculated using the last 5 ns. Several independent

NVT simulations were performed to obtain other physical properties such as self-diffusion

coefficient, shear viscosity, heat of vaporization, surface tension, and static dielectric constant.
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Simulation run lengths and other calculation details related to each physical property are

presented in section S10. Self-diffusion coeffient, shear viscosity, and static dielectric constant

were calculated using in-house programs written in FORTRAN.

S8.2 Model 1

Model 1 FF was used as an initial framework to arrive at the refined FF parameters, FF-v1

and FF-v2. Model 1 is GAFF based model and its potential energy (E) functional form is the

same as equation S2. Model 1 FF parameters were generated in the same way as reported

in Reference 26. Bonded parameters and LJ parameters (σ and ε) were obtained using

AmberTools,27 and charges (q) were taken from reference 26. LJ and Coulomb interactions

were absent for atoms connected by less than three bonds. 1-4 LJ and Coulomb interactions

are scaled by a factor of 0.5 and 0.833, respectively. All the Model 1 FF parameters are

presented in Table S8, S9, S10, and S11, for the sake of completeness. For all the simulations

performed using this model, a cutoff value of 10 Å was used to calculate short-range LJ and

Coulomb interactions.

Table S8: Non-bonded LJ parameters and charges used in Model 1 (literature S8.2) force
field.

Atom Type σ (nm) ε (kJ/mol) q (e)

CG 0.339967 0.457730 0.298636

HG 0.247135 0.0656888 0.000348

OG 0.306647 0.880314 -0.737693

HO 0.000000 0.000000 0.438361
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Table S9: Bond parameters used in Model 1 force field.

Bond Type Kr (kJ mol−1 nm−2) req (nm)

CG-HG 276650 0.10969

CG-CG 251790 0.15375

CG-OG 265010 0.14233

OG-HO 310790 0.0973

Table S10: Angle parameters used in Model 1 force field.

Angle Type Kθ (kJ mol−1 rad−2) θeq (degree)

CG-CG-HG 388.28 109.56

CG-CG-OG 564.84 110.19

CG-OG-HO 396.64 107.26

HG-CG-HG 328.03 108.46

HG-CG-OG 425.93 110.26
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Table S11: Dihedral parameters used in Model 1 force field.

Dihedral Type n Kφ (kJ mol−1) φs (degree)

CG-CG-OG-HO
3 0.66944 0.00

1 1.04600 0.00

HG-CG-CG-HG 3 0.65084 0.00

HG-CG-CG-OG 1 1.04600 0.00

HG-CG-OG-HO 3 0.69733 0.00

OG-CG-CG-OG
3 0.60250 0.00

2 4.91620 0.00

S8.3 Model 2

FF parameters for Model 2 were of Reference 28. This model is based on CHARMM general

FF (CGenFF), refined by Kashyap and coworkers. Readers are directed to Reference 28

for its functional form and parameters. We used a cutoff value of 12 Å with a switching

function from 10 Å to 12 Å . The cutoff values, and switching functions for short-range

interactions are the same as mentioned in the above reference. Short-range LJ and Coulomb

interaction were excluded for atoms connected by less than three bonds. We note that the

OCCO dihedral distribution computed by us using this FF is in good agreement with that

reported by Kashyap et al 28.

S8.4 Model 3

We refer to the TraPPE20 FF for EG developed by Siepmann and coworkers as Model 3. All

the parameters and potential energy functional form were taken from the official website

http://trappe.oit.umn.edu/ of the TraPPE FF. 1-4 Coulomb interactions were scaled by
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a factor of 0.5, and 1-4 LJ interactions are excluded. A 1-5 short-range repulsive interaction

was added. A cutoff radius of 14 Å was used to compute short-range interactions. All the

above details are the same as recommended by Siepmann and coworkers.20

S8.5 Model 4

The OPLS-AA based FF refined by Szefczyk and Cordeiro29 is referred to here as Model 4.

Its potential energy functional form and parameters were taken from Ref. 29. Short-range LJ

and Coulomb interactions were computed using a cutoff radius of 14 Å and 12 Å respectively.

Short-range interactions were excluded for atoms bonded via less than 3 bonds. 1-4 LJ and

Coulomb interactions were scaled by 0.5. All the above details are the same as recommended

by Szefczyk and Cordeiro.29

Table S12: Simulation box details for MD runs carried out using various force field models.
Average density values are calculated at 298.15 K and 1 bar. OCCO dihedral distribution
is present in Figure S10, position of maximum of the distribution and trans population is
present in this table.

Model Box Length No. of ρ (kg m−3) OCCO dihedral Trans (%)

(Å) Molecules distribution peak (°)

(Fig. S10)

FF-v1 (this work) 50 1400 1096.57 ± 4.30 69 20.87

FF-v2 (this work) 50 1400 1096.53 ± 4.12 70 22.91

Model 1 38 512 1170.14 ± 5.61 69 0.396

(GAFF+Ref. 26)

Model 228 30 300 1136.93 ± 7.16 0 12.65

Model 320 34 400 1122.14 ± 9.01 58 0.049

Model 429 33 390 1116.23 ± 7.72 44 0.01
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Figure S10: OCCO dihedral distribution obtained from classical MD simulations using our
refined force fields (FF-v1 and FF-v2) and various other FFs compared against that obtained
from AIMD simulations. Model 1 (GAFF + Ref. 26), 2,28 320 and 429 were taken from
literature.

S9 Well-tempered Metadynamics Simulation

We carried out well-tempered metadynamics (WTMetaD)30,31 simulation and calculated

the free energy difference between trans and gauche conformational states in liquid EG

using our refined FFs FF-v1 and FF-v2. The WTMetaD simulation was performed using

GROMACS-2018.316 patched with PLUMED-2.6.2.32,33 We took an EG liquid snapshot from

an equilibrated liquid NVT simulation at 298.15 K as the initial structure. OCCO dihedral

angle of an EG molecule was chosen as the collective variable (CV), which was in gauche

conformation (OCCO dihedral angle = 60.45 ° in case of FF-v1 and 74.88 ° in case of FF-v2).

WTMetaD simulation parameters are presented in Table S13

The convergence of WTMetaD simulation was first checked qualitatively by observing

the CV as a function of simulation time and the Gaussian hill height approaching a value

close to zero (see Figure S11a, S11b). The convergence of free energy was confirmed by error
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Table S13: Simulation parameters for WTMetaD simulation performed at 298.15 K.

Gaussian width Initial Gaussian Height Bias Deposition Rate Bias factor

20.05 ° 0.3 kJ/mol 0.5 ps 6

analysis using the block averaging method (Figure S11c). The free energy difference between

trans and gauche conformation using FF-v1 FF is 1.7 kJ/mol (1.2 kJ/mol using FF-v2 FF),

which amounts to an equilibrium trans population of 20.11 % (23.55 % using FF-v2 FF).

S24



Figure S11: Using FF-v1 FF: (a) Time evolution of CV (OCCO dihedral angle) during 55 ns
of WTMetaD simulation. (b) Gaussian hill height as a function of simulation time. The hill
height approached nearly zero value within 40 ns of WTMetaD simulation. (c) Error analysis
using different length of block size showing convergence of free energy. Maximum error in
free energy is 0.15 kJ/mol. (d) Estimation of free energy as a function of OCCO dihedral
angle calculated at every 5 ns.
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Figure S12: Using FF-v2 FF: (a) Time evolution of CV (OCCO dihedral angle) during 55 ns
of WTMetaD simulation. (b) Gaussian hill height as a function of simulation time. The hill
height approached nearly zero value within 40 ns of WTMetaD simulation. (c) Error analysis
using different length of block size showing convergence of free energy. Maximum error in
free energy is 0.14 kJ/mol. (d) Estimation of free energy as a function of OCCO dihedral
angle calculated at every 5 ns.
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S10 Simulation Details and Results For Physical

Properties

S10.1 Density

Table S14: Simulation details used to estimate density using FF-v1 and FF-v2 models.

State Point No. of Molecules NPT Independent runs

283.15K 1bar 1400 25 ns 1

293.15K 1bar 1400 25 ns 1

303.15K 1bar 1400 25 ns 1

313.15K 1bar 1400 25 ns 1

323.15K 1bar 1400 25 ns 1

333.15K 1bar 1400 25 ns 1

343.15K 1bar 1400 25 ns 1

The liquid density at different temperatures was estimated from the last 5 ns of 25 ns NPT

simulations. Computed density and the corresponding experimental values are reported in

Table S15.
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Table S15: Density at different state points, pressure is 1 bar at all the temperatures.
Experimental data is taken from reference 34. Densities computed at different temperatures
using refined FF are within 2.2 % of the experimental values.

Temperature (K) Expt. Density (kg/m3)
Simu. Density (kg/m3) Deviation (%)

FF-v1 FF-v2 FF-v1 FF-v2

283.15 1120.23 1109.87 1110.65 -0.92 -0.86

293.15 1113.27 1100.60 1100.58 -1.14 -1.14

303.15 1106.25 1091.45 1091.81 -1.34 -1.31

313.15 1099.17 1082.03 1082.84 -1.56 -1.49

323.15 1092.02 1072.76 1073.76 -1.76 -1.67

333.15 1084.78 1063.29 1064.32 -1.98 -1.89

343.15 1077.42 1053.80 1054.92 -2.19 -2.09

S10.2 Self-diffusion

Table S16: Simulation run details used to estimate self-diffusion coefficient using the FF-v1
and FF-v2 models.

Temperature No. of molecules NVT Independent runs

298K 1400 50 ns 10

308K 1400 50 ns 10

318K 1400 50 ns 10

The mean square displacement (MSD) of molecules was calculated from ten independent

simulations. Each simulation was run for 50 ns, and the initial 5 ns were discarded. The

coordinates were dumped every 1 ps. The self-diffusion coefficient (Dself ) of EG was calculated
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using the Einstein relation (equation S4) at three different temperatures.

Dself =
1

6
lim
t→∞

d

dt

〈
1

N

N∑
i=1

(ri(t)− ri(0))2

〉
(S4)

Where t is time, N is the total number of EG molecules, r is the center of mass position

of the EG molecules. MSD averaged over the ten independent runs is shown in Figure S13

(left). β, the diffusion exponent, was calculated using equation S5. β determines the regime

of dynamics of the system; when β is equal to unity, the system is said to be in the diffusive

regime.

β(t) =
d ln(MSD(t))

d ln(t)
(S5)
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Figure S13: Mean square displacement (MSD) as function of simulation time at three different
temperatures (left). The error bars represent standard deviation on mean, which is calculated
from ten independent runs. MSD plots were used to compute self-diffusion coefficient. β was
calculated using equation S5 to define the diffusive regime (right).
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Table S17: Self-diffusion coefficient (Dself ) values computed using refined FF and the average
β value in the time interval in which Dself is computed. Experimental data is taken from
Ref. 35. The uncertainty in computed Dself is calculated using block averaging method (6
blocks, each of 5 ns duration).

FF-v1

Temperature (K)
Time Interval (ns)

Average β
Dself (10−7 cm2/s)

∆ D (%)

tstart tend Experimental This work

298 5 35 0.994 8.34 8.74 ± 0.07 4.8

308 5 35 1.000 13.50 13.81 ± 0.07 2.3

318 5 35 0.997 19.00 20.18 ± 0.11 6.2

FF-v2

Temperature (K)
Time Interval (ns)

Average β
Dself (10−7 cm2/s)

∆ D (%)

tstart tend Experimental This work

298 5 35 0.999 8.34 8.29 ± 0.01 -0.6

308 5 35 0.999 13.50 12.84 ± 0.06 -4.9

318 5 35 0.999 19.00 18.97 ± 0.08 -0.2

S10.3 Shear Viscosity

Table S18: Simulation run details used to estimate shear viscosity using FF-v1 and FF-v2
models.

Temperature No. of molecules NVT Independent runs

298.15K 1400 10 ns 40

313.15K 1400 10 ns 40

333.15K 1400 10 ns 40
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Shear viscosity was calculated at three different temperatures. 40 independent simulation

runs for 10 ns were performed at each temperature. All the nine components of the pressure

tensor were dumped at every 1 fs. Traceless symmetric tensor at time t, P̃ (t), was calculated

to estimate viscosity using the Green-Kubo relation (Equation S6).

η =
V

10kBT

∫ ∞
0

〈
P̃(t) : P̃(0)

〉
dt (S6)

Figure S14 shows mean running viscosity (red color) calculated at 298.15 K along with

running viscosity computed from the 40 independent simulations (gray color). Mean running

shear viscosity calculated at three different temperatures is shown in Figure S15. The error

bars represent the standard deviation on the mean. The flat region from 200 ps to 500 ps

was divided into three equal parts to calculate mean viscosity and standard deviation on the

mean. Viscosity values thus obtained were compared with experimental values, as reported

in Table S19. All the computed values are within 16.3 % of the experimental values.

Figure S14: Gray lines represent running shear viscosity of 40 independent simulations and
red line corresponds to mean running shear viscosity at 298.15 K, computed using refined
FF-v1 force field. The mean shear viscosity converges smoothly as opposed to the running
viscosity calculated using the individual independent simulations.
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Figure S15: Mean running shear viscosity as function of simulation time at three different
temperatures computed using refined FF.
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Table S19: Shear viscosity values computed using refined FF. The computed values are
compared with experimental values. Experimental data is taken from Ref. 36. The uncertainty
in computed viscosity values is calculated using block averaging method (3 blocks, each of
100 ps duration).

FF-v1

Temperature (K)
Time Interval (ps) Viscosity (cP)

∆η (%)

tstart tend Experimental This work

298.15 200 500 17.40 16.05 ± 0.09 -7.76

313.15 200 500 9.42 8.73 ± 0.04 -7.32

333.15 200 500 5.22 4.37 ± 0.01 -16.28

FF-v2

Temperature (K)
Time Interval (ps) Viscosity (cP)

∆η (%)

tstart tend Experimental This work

298.15 200 500 17.40 16.54 ± 0.13 -4.94

313.15 200 500 9.42 8.88 ± 0.01 -5.73

333.15 200 500 5.22 4.78 ± 0.01 -8.43

S10.4 Heat of Vaporization

Heat of vaporization (∆Hvap) was calculated at 298.15 K using three independent gas phase

runs to compute the mean potential energy in the gas phase. The same for the liquid phase

was calculated using a 20 ns NVT simulation. Assuming ideality in the gas phase and the

same kinetic energy in both the gas and liquid phases, the formula used to calculate ∆Hvap is

∆Hvap = 〈Epotential
g 〉 − 〈Epotential

l 〉+RT (S7)
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where 〈Epotential
g 〉 and 〈Epotential

l 〉 are the average potential energy in gas and liquid phase,

respectively, R is the universal gas constant, and T is temperature.37,38 Computed values of

∆Hvap are present in the main manuscript.

S10.5 Surface Tension

Table S20: Details of MD simulations of liquid EG slab for the calculation of surface tension
at 298.15 K using FF-v1 and FF-v2 model.

Box Length (Å)
No. of Molecules Independent runs NVT

Lx Ly Lz

50.80 50.80 152.40 1400 4 5 ns

Slab MD simulations at 298.15 K were performed to calculate interface properties with box

size Lz = 3Lx = 3Ly. In these simulations, a cutoff of 25 Å was used without long-range energy

pressure correction because of the inhomogeneity of the system.39 The slab MD simulation

was run for 25 ns. The density profile, calculated using the last 5 ns, as a function of z is

shown in Figure S16. The bulk liquid density of the slab simulation matches that obtained

from the liquid NPT simulation. The density profile is fitted to Equation S8 with the typical

hyperbolic tangent function.40

ρ(z) =
1

2
(ρL + ρV )− 1

2
(ρL − ρV )tanh[(z − z0)/d] (S8)

where, ρL, ρV , z0, and d are density in liquid and vapor phase at liquid-vapor coexistence,

the position of the Gibbs dividing surface, and the width of the liquid-vapor interface,

respectively. The fitted density profile is shown with the dashed blue line in Figure S16.

Fitting parameters ρL, ρV , z0, and d are provided in Table S21. ρL matches pretty well with

the bulk liquid density obtained; ρL is just 0.13 % less than the bulk density.
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Figure S16: Density of EG as function of direction perpendicular to liquid-vapor interface
(z-direction). Magenta dashed line is drawn at the bulk density obtained from liquid NPT
simulation. Blue Dashed line is for fitted tangent hyperbolic function (Equation S8).

Table S21: Parameters obtained by fitting tangent hyperbolic function (Equation S8) to
density profile.

ρL (kg m−3) ρV (kg m−3) zL0 (Å) zR0 (Å) d (Å)

1094.73 1.00 50.58 101.80 1.93

The last 20 ns of the NVT simulation was divided into four parts (each 5 ns). These four

parts were considered independent simulations to calculate the surface tension. Diagonal

pressure components (Pxx, Pyy, Pzz) were dumped every 1 fs, and each run was 5 ns long.

Equation S9 was used to calculate the surface tension (γ). Surface tension values computed

using FF-v1 and FF-v2 are presented in the main manuscript.

γ =
Lz
2

(
〈Pzz〉 − 〈Pxx〉+ 〈Pyy〉

2

)
(S9)
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S10.6 Static Dielectric Constant

Table S22: Simulation run details used to estimate dielectric constant.

Model Cubic Box Size No. of Molecules NVT (ns) Independent runs

FF-v1 50.87 Å 1400 100 10

FF-v2 50.87 Å 1400 60 10

Ten independent simulations were performed to calculate the static dielectric constant.

GROMACS-2018.316 patched with PLUMED-2.6.232,33 was used to write the total dipole

moment of the simulation box (
−→
M) every 1 fs. The static dielectric constant was calculated

using fluctuations in
−→
M 41 using equation S10.

ε = 1 +
4π

3ε0kBTV
(〈
−→
M2〉 − 〈

−→
M〉2) (S10)

Cumulative running averages of static dielectric constant calculated from the ten

independent simulations using the FF-v1 FF are shown in Figure S17. Each simulation was

run for 100 ns. The dielectric constant converges in 60 ns, hence to calculate the dielectric

constant from the FF-v2 FF, we performed calculations for 60 ns rather than 100 ns (Figure

S18).
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Figure S17: Cumulative running average of static dielectric constant from ten independent
simulations using the FF-v1 force field. Each color corresponds to each independent simulation.
The dashed blue line represents the mean static dielectric constant.

Figure S18: Cumulative running average of static dielectric constant from ten independent
simulations using the FF-v2 force field. Each color corresponds to each independent simulation.
The dashed blue line represents mean static dielectric constant.
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S11 Ethylene Glycol Orientation at Liquid-vapor

Interface

Liquid-vapor interface simulation details are the same as provided in section S10.5. EG

orientation at the liquid-vapor interface was examined using four trajectories, each simulation

being 5 ns long.

Figure S19: Plots computed using FF-v1 force field: a) 〈cosθ〉 and 〈P2(cosθ)〉 along z-direction.
b) Population percentage of trans and gauche conformation along z-direction. Error bars in
both the figures represents standard deviation on mean. These are calculated by averaging
over four trajectories each of 5 ns length.
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