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1. Computational Details  

1.1. System Setup  

We demonstrate the effectiveness of the dual-level QM-GPR/MM method on the solution-phase 

SN2 Menshutkin reaction1 between ammonia and methyl chloride in water, which has been 

widely used as a paradigm system for developing QM and QM/MM free energy methods.2-11 

Topologies for the solute molecules NH3 and CH3Cl were built based on similar residues 

available in the standard CHARMM topology files. Specifically, the atom types NH3, HC, CT3, 

HA, and CLA are used for the nitrogen and hydrogens in NH3, carbon and hydrogens in CH3, 

and chlorine, respectively. The van der Waals (vdW) parameters are assigned based on the 

standard CHARMM22 force field12 during the initial setup.  The solute molecules are solvated in 

a 40×40×40 Å3 water box composed of modified TIP3P13 water molecules employing periodic 

boundary conditions. The SHAKE14 algorithm is used to constrain the bond lengths in the water 

molecules during dynamics.  

1.2. Potential Energy Surface  

The MNDO9715-based combined QM/MM module implemented in CHARMM16 was used to 

carry out all molecular dynamics (MD) simulations. The QM region consisting of the solute 

molecules was treated using the Austin Model 1 (AM1) SE method.17 AI reference potential 

energies and forces were obtained using the B3LYP functional18-20 with the 6-31+G(d,p) basis 

set21 through the Gaussian16 package22 interfaced with CHARMM. A set of pair-specific vdW 

parameters, optimized for the Menshutkin reaction by Gao et al. 6 and implemented using the 

NBFIx facility in CHARMM, are used to model vdW interactions between the QM and MM 

regions. Long-range electrostatics for MM/MM and QM/MM interactions are treated by the 

particle mesh Ewald (PME)23 and QM/MM-PME24, 25 methods, respectively. In both PME 

treatments, the κ parameter that represents the width of the Gaussian screening charge 

distribution is set to 0.34 Å-1, and the reciprocal space summations are performed on a 40×40×40 

FFT grid, with maximally up to five k-vectors included in each Cartesian direction. For the 

real-space contribution of the QM/MM-PME electrostatics, a switching function available in 

CHARMM is applied from 12 to 14 Å to smoothly attenuate the real-space QM/MM electrostatic 

interactions at a cutoff of 14 Å.  

Electronic Supplementary Material (ESI) for Physical Chemistry Chemical Physics.
This journal is © the Owner Societies 2022

mailto:yihan.shao@ou.edu
mailto:jpu@iupui.edu


S2 
 

1.3. Collective Variables, Restraints, and Free Energy Simulations   

We employed the string method in collective variables26 (CVs) to calculate free energy and find 

the minimum free energy path (MFEP). To describe the free energy path for the Menshutkin 

reaction, we used two CVs: the bond-breaking (C-Cl) and bond-forming (N-C) distances. These 

CVs are harmonically anchored with a force constant of 1000 kcal/mol/Å2. Configurational 

sampling takes place at 20 evenly spaced images along each path. For each string iteration, each 

CV’s fluctuations around its harmonic restraint are measured over 20 ps MD simulations, 

evolving using a 1 fs timestep. The CVs’ fluctuations are used to estimate the free energy mean 

forces. The path is evolved to minimize the mean forces after their along-the-path components 

are projected out. Additional reparametrization steps are applied to redistribute the images 

evenly along the evolved path. Once the MFEP is determined, the mean forces are integrated to 

obtain the free energy profile.  

 1.4. Gaussian Process Regression Model Training and Deployment    

Gaussian Process Regression (GPR) was performed using a customized model built using the 

TensorFlow27, 28 based GPflow program.29 The trained model was deployed using the USER 

module in CHARMM.  

 

2. Effect of Training Set Size on the Computational Expense of Molecular Dynamics  

In principle, the computational complexity of Gaussian Process Regression predictions scales as 

O(N)30 or O(N(M+1)) when including derivative information.31 When additional internal 

coordinate transformations are included in kernel constructions for predictions during dynamics, 

this is not exactly the case (Figure S1). Considering the limited improvements to the prediction 

errors beyond 80 training points (Figure 1 in the main text) as well as the growing computational 

expense for making the predictions during dynamics, we decided to use 80 points as the 

training-set size in our production runs for a balanced combination of prediction accuracy and 

computational efficiency. 
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Figure S1. Predictions made during molecular dynamics can make MD steps computationally 

expensive. 
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3. Cross Validations of Force Prediction on the Atoms Involved in the Collective Variables (CVs) 

 

Table S1. The root-mean-square errors (RMSEs) of the AM1-GPR/MM models in force prediction on the CV atoms 

 RMSE in Force Prediction on N, C, and Cl (in kcal/mol/Å)a 

MFEP-levelb AM1/MM AM1-GPR1/MM AM1-GPR2/MM AM1-GPR3/MM AM1-GPR4/MM 

AM1/MM  19.4 (19.6) 5.1±6.1 (4.3±2.6) 5.9±15.4 6.1±18.3 6.4±18.4 

AM1-GPR1/MM 19.6 (19.6) 6.0±6.8 4.9±7.8 (4.0±2.8) 5.2±9.1 5.3±9.5 

AM1-GPR2/MM 19.7 (19.4) 6.3±7.3 5.0±7.7 5.1±7.5 (4.2±3.1) 5.2±8.9 

AM1-GPR3/MM 19.9 (20.0) 6.6±7.3 5.2±8.8 5.3±9.7 5.1±8.6 (4.1±3.3) 

AM1-GPR4/MM 19.7 6.6±7.0 5.0±7.8 5.2±7.9 5.3±8.2 
aRMSEs in force prediction are compared against the B3LYP/6-31+G(d,p)/MM benchmark; results for both the testing set and the training  

set (data in parenthesis) are given when applicable; values following the ± correspond to the average variances of force predictions. 

bThe level for determining the MFEP, along which the samples are collected
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4. Additional tests on the noise-hyperparameter treatments  

In the extended-kernel GPR formalism used by Meyer and Hauser,32 a single noise 

hyperparameter is added to the diagonal elements of the extended covariance kernel matrix 

ext ( , )K X X  to capture the stochastic feature of the data. In this work, we followed their practice 

for treating the noise hyperparameter. However, there are also other works that suggest the use of 

separate noise hyperparameters for describing different levels of noise of an underlying function 

and its derivatives.33, 34 

While the predictive variance can be used as a measure of overlap between the new and training 

samples in their input space, it can also be used to measure the expected mean-square error 

(EMSE) of the predictive distribution. In the case of noisy observations, this involves adding the 

noise hyperparameter to the variance:35, 36  

 * 2 * 2

nE[(E[ ( )] ) ] Var[ ( )]f y f − = +x x  (S1) 

When this principle is used to estimate the error for gradient predictions, it would make sense to 

apply a different noise hyperparameter to the diagonal elements of the second derivative terms in 

the extended kernel to account for differences in units. For the Menshutkin reaction, we also 

tested the performance of the QM-GPR/MM model with two separate noise hyperparameters. As 

shown in Table S2, the inclusion of a second noise hyperparameter offers little change to the 

errors estimated for force predictions; however, the addition of a second noise hyperparameter 

increases the estimated errors on energy predictions.  

Table S2. The root-mean-square errors (RMSEs) and the square root of the expected 

mean-square errors [SR-EMSEs, defined as the square root of Eq. (S1)] of the AM1-GPR/MM 

models using a single noise hyperparameter and separate noise hyperparameters for energy and 

force predictions. The RMSEs, variances (values following ±), and SR-EMSEs of predictions for 

both the testing and training (data in parenthesis) sets are given for comparison.   

 

Model 
 Energya  Solute Atom Forceb  CV Atom Forceb 

 RMSE SR-EMSE  RMSE SR-EMSE  RMSE SR-EMSE 

Single Noise 

Hyperparameter 
 6.3±0.7 

(5.6±0.7) 

3.6 

(3.6) 

 3.7±5.1 

(3.0±2.6) 

4.2 

(3.9) 

 5.1±6.1 

(4.3±2.6) 

4.3 

(3.9) 

Separate Noise 

Hyperparameters 

 7.6±1.4 

(6.9±1.3) 

7.0 

(7.0) 

 3.6±5.1 

(2.9±2.5) 

4.0 

(3.6) 

 5.0±6.0 

(4.2±2.5) 

4.1 

(3.6) 

ain kcal/mol 
bin kcal/mol/Å 

 

Notably, Solak et al.,37 who introduced the concept of derivative observations in GPR, suggested 

using a noise hyperparameter for each individual gradient component. Future investigations are 

therefore needed to identify the best practice for the noise-hyperparameter treatment when GPR 

with derivative observations is used for facilitating AI/MM free energy simulations. 
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5. AM1-GPR/MM Improves the Internal Coordinate Force on the Collective Variables 

The string method in collective variables (CVs) constructs the free energy profile and optimizes 

the minimum free energy path (MFEP) using the free energy gradients estimated from the 

fluctuations of the CVs around a set of harmonic restraints.26 In our recent work,3 we showed 

that directly correcting the internal forces on the CVs along the MFEP can reproduce high-level 

(i.e., AI/MM) free energy profiles from low-level (i.e., SE/MM) simulations. Here we examine 

whether the Cartesian-force-based GPR corrections would also lead to the improved internal 

forces on the CV degrees of freedom essential for obtaining the target-level free energy profile.    

Along the AM1/MM MFEP, the overall root-mean-square deviation (RMSD) between 

B3LYP/6-31+G(d,p)/MM and AM1/MM internal forces, when averaged over both CV bonds, 

drops from 29.3 to 8.9 kcal/mol/Å, after the GPR1 correction is applied (Figure S2). Specifically, 

the RMSD in force on the N-C bond drops from 23.1 to 11.5 kcal/mol/Å and that on the C-Cl 

bond drops from 34.4 to 5.2 kcal/mol/Å. 

Along the AM1-GPR4/MM MFEP (the converged MFEP), the GPR4 correction reduces the 

overall RMSD in CV forces from 28.1 to 8.4 kcal/mol/Å (Figure S3). On the N-C and C-Cl 

bonds, the force deviations are reduced from 24.8 to 11.0 kcal/mol/Å and from 31.0 to 4.7 

kcal/mol/Å, respectively.  

 

 

Figure S2. Internal force deviations from the B3LYP/6-31+G(d,p)/MM results before (AM1/MM) and 

after (AM1-GPR1/MM) the GPR1 corrections are applied along the AM1/MM MFEP. Although offering 

reasonable descriptions of internal forces in the bond dissociation regions, AM1/MM displays large errors 

at short bond distances. With the GPR1 corrections, the AM1-GPR1/MM method significantly improves 

the internal force descriptions on the N-C and C-Cl bonds at short bond distances. 
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These results show significant improvements on the internal forces. This indicates that explicit 

predictions of Cartesian atomic forces in our GPR models also improve the description of the CV 

bonds, which helps rationalize the observed improvements in MFEP and free energy profile.    

 

Figure S3. Internal force deviations from the B3LYP/6-31+G(d,p)/MM results before 

(AM1/MM) and after (AM1-GPR4/MM) the GPR4 corrections are applied along the 

AM1-GPR4/MM MFEP. Similar to the results based on AM1/MM MFEP shown in Figure S2, 

the AM1-GPR4/MM method mainly improves the AM1/MM’s internal force descriptions on the 

N-C and C-Cl bonds at short bond distances.  
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