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1 Initial Structures 
 
Detailed information regarding the initial structures of both NaV1.4 human’s brain ion channel (PDB ID: 6AGF) 
and the ligands can be found in a previous article [1].  

 
2 Molecular Dynamics Simulations  
 
In a previous study [1], classical molecular dynamics (MD) and Gaussian Accelerated MD simulations were 
performed to map the phase space of the central pore of the Nav1.4 ion channel. Then, the binding free energy 
was computed by the 1-Average-Molecular Mechanics Generalized Born Surface Area method to identify the 
most stable binding pockets for azobenzene (AZ) and p-diaminoazobenzene (pAZ). From the most stable 
binding pocket, the final snapshot of the simulation was selected for evolving further MD simulations in the 
present study. These additional MD simulations were performed for AZ and pAZ integrated in the Nav1.4 ion 
channel, and in water and hexane. The simulations were performed with the CUDA [2] version of the Amber20 
package [3].  
 

 
Figure 1: Representation of AZ (left) and pAZ (right) interacting with the Nav1.4 channel. The snapshots were 
taken from the MD simulation of the unmutated channel.  
 
2.1 Computational Details for AZ and pAZ Interacting with NaV1.4  
 
The two photoswitch/channel systems contained 98497 atoms for AZ/NaV1.4 and 98499 for pAZ/NaV1.4. First, 
an energy minimization was carried out with the steepest descent method for 5000 steps, followed by additional 
5000 steps using the conjugate gradient method. Then, NVT heating and NPT equilibration simulations were 
carried out with positional restraints for amino acid residues and for the membrane lipids. The restraint force 
constants used along the dynamic protocol are listed in Table 1.  A NVT heating at 303.15K over 120 ps was 
performed, using the Langevin thermostat (friction coefficient 1.0 ps) to control the temperature. Then, the 
desired density was achieved by running an equilibration in the NPT ensemble with a Monte Carlo barostat 
and a semi-isotropic pressure scaling in three steps of 100 ps each, sequentially decreasing the restraints on 
the protein and lipids, and an unrestrained step of 4000 ps. Finally, an unconstrained production run was 
carried out at 303.15 K and 1.0 bar for 100 ns for both AZ and pAZ systems. During the full protocol, 
electrostatic interactions were calculated by means of the particle-mesh Ewald method with a grid spacing of 
1.0 Å; hydrogen bond lengths were kept fixed using the SHAKE algorithm; the van der Waals cutoff radius and 
switching distance were set to 12.0 and 10.0 Å, respectively; the time step was set to 2 fs. The same exact 
procedure was performed for the P797Y mutated Nav1.4 ion channel interacting with AZ. 
 
 



 

 

Table 1: Value of the force constant of the restraint potential used during the MD simulations. 
 

 Force Constants   

Run Protein Restraints  Lipid Restraints  

1 (NVT) 10 10 

2 (NPT) 5 5 

3 (NPT) 2.5 2.5 

4 (NPT) 1 1 

5 (NPT) 0 0 

 
 
2.2 Computational Details for AZ and pAZ in Water 
 
The systems formed by AZ and pAZ in water contain 5636 and 5638 atoms, respectively. First, an energy 
minimization was carried out with the steepest descent method for 5000 steps, followed by additional 5000 
steps using the conjugate gradient method. An NVT heating at 303.15 K over 100 ps was performed with the 
Langevin thermostat (friction coefficient 1.0 ps). Then, the desired density was achieved by running an 
equilibration in the NPT ensemble with a Monte Carlo barostat and isotropic pressure scaling in one step of 
1000 ps. Finally, an unconstrained production run was carried out at 303.15 K and 1.0 bar for 100 ns for both 
AZ and pAZ systems. During the full protocol, the van der Waals cutoff radius and switching distance were set 
to 12.0 and 10.0 Å, respectively; electrostatic interactions were calculated by means of the particle-mesh Ewald 
method with a grid spacing of 1.0 Å; hydrogen bond lengths were kept fixed using the SHAKE algorithm; and 
a time step of 2 fs was used.   
 
 

 
2.3 Computational Details for AZ and pAZ in Hexane 
 
The systems formed by AZ and pAZ in hexane contain 4046 and 4048 atoms, respectively. First, an energy 
minimization was carried out with the steepest descent method for 5000 steps, followed by conjugate gradient 
method for 5000 steps. An NVT heating at 303.15 K over 100ps was performed with the Langevin thermostat 
(friction coefficient 1.0 ps). Then, the desired density was achieved by running an equilibration in the NPT 
ensemble with a Monte Carlo barostat and isotropic pressure scaling in one step of 1000 ps. Finally, an 
unconstrained production run was carried out at 303.15 K and 1.0 bar for 100 ns for both AZ and pAZ systems. 
During the full protocol, the van der Waals cutoff radius and switching distance were set to 12.0 and 10.0 Å, 
respectively; electrostatic interactions were calculated by means of the particle-mesh Ewald method with a 
grid spacing of 1.0 Å; hydrogen bond lengths were kept fixed using the SHAKE algorithm; and a time step of 
2 fs was used. 
 

3 QM/MM vertical excitation energies  
 
3.1 Vertical Excitations  

 
From the 100 ns MD simulations of AZ and pAZ interacting with Nav1.4, water and hexane, 100 equidistant 
snapshots were extracted from the last 90 ns of each simulation for computing the excitation energy by QM/MM 
calculations. The MoBioTools package was used to extract the geometries, split the system in the QM and 
MM region and prepare the input for the QM/MM calculations [4]. The system was split into two regions, the 
AZ and pAZ in the QM region and the environment (Nav1.4 system, water and hexane) in the MM region. The 
electrostatic QM/MM scheme implemented in Gaussian 09 was employed, with 10 roots to compute the vertical 
excitation energies at TD-DFT level by using the 𝜔B97XD functional and cc-pVDZ basis set [5,6,7]. To obtain 
the absorption spectra of the photoswitches, the QM/MM excitation energies for the 100 geometries were 
convoluted with Gaussian functions with full width at half-maximum of 0.30 eV and heights proportional to the 
oscillator strengths of the electronically excited states. Then, the most intense band is scaled to unity, and the 
other bands are scaled by the same factor. The density of states for each transition type was computed in the 
same way but the Gaussian heights are equal to unity and not proportional to the oscillator strengths. The 
identification and characterization of electronic states was performed by inspecting the natural orbitals involved 
in the excitations as well as examining numerical descriptors defined in the TheoDORE package, such as the 
charge transfer (CT) number [8]. In particular, to distinguish between the nπ* and ππ* excitations, the AZ and 
pAZ molecules were split into two fragments, one containing the central nitrogen atoms and another one 
containing the rest of the molecule. An electronic state with the position of hole (POSi in Table 2) lower than 
1.4 is considered as a nπ* state, while it is considered to be ππ* otherwise. This descriptor was chosen since 



 

 

the central nitrogen atoms correspond to fragment 1 where the n orbital is mainly localized. Table 2 below 
shows the output of the TheoDORE analysis for a representative snapshot of the MD simulation, with AZ 
included in the QM region for the excited state calculations.  
 
Table 2: Electronic properties predicted by the TheoDORE analysis for the ten lowest excited singlet states. 
“dE” is the excitation energy in eV, “f” is the oscillator strength, “POS” is the average position between fragment 
1 and fragment 2 of the electron, “POSi” is the position of the hole created after excitation, “POSf” is the 
position of the excited electron, and “CT” is the charge transfer number.  
 
 

State        dE(eV)    f    POS   POSi   POSf     CT 

S1          2.460  0.000  1.267  1.216  1.317  0.390 

S2          4.278  0.642  1.657  1.864  1.450  0.532 

S3          4.729  0.015  1.815  1.972  1.658  0.369 

S4          4.975  0.027  1.844  1.940  1.749  0.306 

S5          5.383  0.023  1.688  1.895  1.481  0.528 

S6          5.525  0.068  1.622  1.326  1.918  0.667 

S7          5.649  0.032  1.655  1.411  1.899  0.677 

S8          5.808  0.065  1.697  1.613  1.780  0.601 

S9          6.082  0.048  1.798  1.795  1.802  0.369 

S10         6.231  0.037  1.815  1.746  1.885  0.327 

 

 
Table 3 below represents the two fragments in which the molecules were arbitrarily divided (the azo group and 
the rest of the molecule) with the relative electron/hole density. For the S1(nπ*) state, the hole population is 
mainly located in the azo group (0.79), while the excited electron is more delocalized along the molecules, with 
0.69 population in the azo group and 0.31 in the rest of the molecules. In the case of the S2(ππ*), the hole is 
more localized in the benzene rings (0.86) and the excited electron is again delocalized among the benzene 
rings (0.45) and the azo group (0.45).  Similar information can be extracted from the natural transition orbitals 
involved in the main transitions of these two electronic states (Figure 2a).  
 

Table 3: Hole electron population analysis of the S1(nπ*) and S2(ππ*) states. 

 
S1 

Fragment        h+        e-       sum      diff 

    Azo         0.79055   0.68886   1.47940   0.10169 

    Rings       0.21793   0.31962   0.53755  -0.10169 

  Total       1.00848   1.00848   2.01696  -0.00000 

 
 

S2 

Fragment        h+        e-       sum      diff 

  Azo         0.13653   0.55300   0.68953  -0.41647 

    Rings       0.86946   0.45299   1.32245   0.41647 

  Total       1.00599   1.00599   2.01198  -0.00000 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 

 

 
 
Figure 2: Natural Transition Orbitals involved in the main transitions of the S1(nπ*) and S2(ππ*) states for AZ 
(QM region) interacting with the protein.  

 
 
3.2 Charge Transfer Characterization  
 
From the 100 ns MD simulation AZ and pAZ in complex with the Nav1.4 and P797Y mutated Nav1.4 channels, 
100 equidistant snapshots were extracted from the last 90 ns of each simulation for QM/MM calculations. As 
explained above, the MoBioTools package was used to extract the geometries, split the system in the QM and 
MM regions and prepare the input for the QM/MM calculations. The closest residues to the ligands AZ and 
pAZ along the dynamics were obtained by a contact analysis performed with CPPTRAJ[9]. Then, the closest 
aromatic residues were included in the QM region with AZ and pAZ. Specifically, five different sets of excited-
state QM/MM calculations were performed. These calculations differ in the residues included in the QM region: 
AZ-P797, AZ-Y1593, pAZ-1586, pAZ-Y1593 and the mutated AZ-P797Y. For each set, 100 QM/MM 
calculations were performed. The MoBioTools software was also employed to complete the valence of the QM 
by the link atom approach. The electrostatic QM/MM scheme implemented in Gaussian 09 was employed. 10 
roots were computed at TD-DFT level with 𝜔B97XD functional and cc-pVDZ basis set. The identification and 
characterization of electronic states was performed by inspecting the natural orbitals involved in the excitations 
and by transition density analysis using the TheoDORE package. In particular, nπ* and ππ* states were 
identified as explained in the previous section. In addition, the intermolecular CT state, characterized by 
electron transfer from the protein residues to the chromophore, was identified by computing the CT number 
between two fragments defined by the ligand (AZ or pAZ) and the aminoacid included in the QM region. Table 
4 below shows the results of the TheoDORE analysis for a representative snapshot of the MD simulation, with 
AZ-P797Y included in the QM region for the excited state calculations.  
 
 



 

 

 
 
Table 4: Electronic properties predicted by the TheoDORE analysis for the ten lowest excited singlet states for 
the system for which the QM region is formed by AZ-P797Y. “dE” is the excitation energy in eV, “f” is the 
oscillator strength, “POS” is the average position between fragment 1 and fragment 2 of the electron, “POSi” 
is the position of the hole created after excitation, “POSf” is the position of the excited electron, and “CT” is the 
charge transfer number. 
 
 

state       dE(eV)    f    POS   POSi   POSf     CT 

S1          2.164  0.000  1.998  1.997  1.998  0.004 

S2          4.077  0.647  1.994  1.994  1.994  0.004 

S3          4.249  0.001  1.504  1.014  1.994  0.981 

S4          4.434  0.014  1.993  1.989  1.997  0.013 

S5          4.726  0.015  1.997  1.995  1.998  0.006 

S6          4.851  0.054  1.010  1.008  1.013  0.014 

S7          5.220  0.024  1.960  1.923  1.996  0.080 

S8          5.514  0.007  1.923  1.868  1.979  0.146 

S9          5.604  0.030  1.520  1.222  1.818  0.604 

S10         5.633  0.078  1.152  1.087  1.218  0.144 

 
 

 
The first two excitations show a full localization of the electrons in fragment 2 (the AZ molecule), since they 
are local excitation in AZ, while the third transition goes from the tyrosine to AZ (CT state).  
 

Table 5: Hole electron population analysis of the S1(nπ*), S2(ππ*) and S3(CT) states. 
 

S1 

       Fragment        h+        e-       sum      diff 

       Tyr        0.00289   0.00154   0.00442    0.00135 

      AZ         1.00630   1.00765   2.01394  -0.00135 

    Total        1.00918   1.00918   2.01836  -0.00000 

 

S2 

       Fragment        h+        e-       sum      diff 

       Tyr        0.00577   0.00647   0.01224  -0.00071 

       AZ         1.00191   1.00120   2.00311   0.00071 

    Total        1.00767   1.00767   2.01535   0.00000 

 

S3 

       Fragment        h+        e-       sum      diff 

       Tyr        0.98642   0.00577   0.99219   0.98064 

       AZ        0.01352   0.99416   1.00768  -0.98064 

    Total        0.99993   0.99993   1.99987   0.00000 

 
 
 

 
 



 

 

 
Figure 3: Natural Transition Orbitals involved in the main transitions of the S1(nπ*), S2(ππ*) and S3(CT) states 
for AZ-F797Y in the QM region.  

 
 

 
 

4 Vacuum Calculations  
 
The calculations in vacuum for AZ and pAZ were performed using Gaussian 09 software. The calculations 
included AZ and pAZ isolated in vacuum and interacting in a parallel and t-shaped conformations with 
phenylalanine (P) and tyrosine (Y) (truncated at the alpha carbon), which are the residues observed to interact 



 

 

with the chromophores along the Nav1.4/AZ-pAZ MD simulations. Figure 4 shows the parallel, t1-shaped and 
t2-shaped conformations for the AZ-phenylalanine case.  
 

 

 
 
Figure 4: Face-to-face, t1-shaped and t2-shaped conformations for the AZ-phenylalanine case considered in 
the calculations. 

 
The calculations were performed at TD-DFT level with 𝜔B97XD functional and cc-pVDZ basis set. The 
identification of the local nπ* and ππ* states and intermolecular CT states was achieved as explained above.  
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