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1. Methods
We first formally state the problem of interest and then present the mathematical formulation 
to tackle it. 

1.1.  Problem statement
We aim to quantify the sustainability implications of the chemical sector's alignment with a 
carbon neutrality target in 2050 based on carbon capture and utilisation (CCU). This transition 
will require electrolytic hydrogen (eH2), a vast amount of green power, and carbon dioxide 
(CO2). 

We consider a set of technologies to design a bespoke energy system that will aid in 
decarbonising 22 chemicals. Essentially, we start with a set of chemical production processes 
and the associated technical, economic, and environmental data. The final global demand can 
be met by conventional (fossil) processes or via alternative low-carbon pathways. The carbon-
neutrality target is achieved by considering the chemical system as a single unified entity, to 
which individual chemical technologies contribute based on their inherent characteristics. 

The alternative low-carbon technologies convert captured CO2 and eH2 via green methanol 
(MeOH process) into platform chemicals (methanol-to-olefins, MTO, and methanol-to-
aromatics, MTA, process). We further consider three Haber-Bosch (HB) configurations for 
producing ammonia, e.g., (i) conventional HB starting with natural gas (NG) steam reforming 
(SR-HB); (ii) SR-HB with CCU (SR-HB-CCU); and (iii) eH2 based HB (eHB). The set of generation 
technologies supply power to the eH2, direct air capture (DAC), and methanol-based processes, 
while the global mix meets the remaining conventional production technologies' energy needs. 
The temporal scope corresponds to the yearly production of the chemical system. 

The goal of the analysis is to determine the optimal configuration of the (integrated) energy 
and chemical systems to deliver the final demand of chemicals while reaching carbon-
neutrality at (i) minimum cost, and (ii) at minimum transgression-based level. To identify such 
solutions, we developed a linear programming (LP) model, referred to as , which 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂
we describe in detail next.

1.2.  Model description
We integrate a set of chemical technologies (Table 1), including standard fossil technologies, 
CCU (green MeOH production), and olefins and aromatics production from methanol (MTO 
and MTA) to satisfy the demand for 22 chemicals. We further integrate the chemical 
technologies with a bespoke energy system comprising a range of power technologies (Table 
2 and Table 3). The optimal configuration is identified by solving an LP model inspired by the 
works by Kim et al.1 and Ioannou et al.2 Specifically, our formulation modifies and extends our 
original formulation to integrate a bespoke energy system, while covering a wide range of 
chemical technologies that model the bulk of the chemical sector. Furthermore, the energy 
system model is based on the work by Galán-Martín et al.3 Moreover, we apply the LCIA-PBs-
SDGs method developed by Sala et al.4 to evaluate the sustainability performance of the 
proposed configurations.4
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The model is based on the process network depicted in Fig. 2 of the main article, which links 
the power and chemical production technologies with the respected materials (raw materials, 
products, and by-products) and utilities (i.e., electricity, heating, cooling, and waste 
treatment). We use regular letters for the parameters, while variables are written in italics.

We consider a set of technologies  that generate different types of products in the set : (i) 𝑗 𝐼

final chemical products  following conventional and non-conventional pathways (𝑖 ∈ 𝐼𝐹𝑃

 and  , respectively), (ii) power  –generated with power technologies 𝑗 ∈ 𝐶𝑂𝑁𝑉 ∈ 𝑁𝐶𝑂𝑁𝑉 𝑖 ∈ 𝐼𝑃𝑃

–, and (iii) steam and high-temperature heat  –produced with heat 𝑗 ∈ 𝑃𝑃 𝑖 ∈ 𝐼𝑆𝑇𝐸𝐴𝑀 ∪ 𝐼𝐻𝑇

generation technologies . Each technology  is described by the following parameters: 𝑗 ∈ 𝐻𝑃 𝑗

(i) consumption/production rate of product  ( ), (ii) cost ( , which includes CAPEX and OPEX 𝑖 𝜇𝑖𝑗 𝑐𝑡𝑗

expenditures), and (iii) environmental impact in category  ( ). Moreover, each 𝑑 ∈ 𝐷 𝐼𝑀𝑃𝑇𝑗𝑑

intermediate product ( ) has a cost ( ), and an environmental impact  embodied in it (𝑖 ∈ 𝐼𝐼𝑃 𝑐𝑖 𝑑

). Finally, each final chemical product  has a demand ( ) and each conventional 𝐼𝑀𝑃𝑃𝑖𝑑 𝑖 ∈ 𝐼𝐹𝑃 𝐷𝑒𝑖

technology with main product the chemical , , has an upper bound on its 𝑖 ∈ 𝐼𝐹𝑃 𝑗 ∈ 𝐶𝑂𝑁𝑉𝐹𝑃

production volume ( ), Table 4.𝑃𝑉𝑗

Table 1. Chemical technologies and their sources.
Product 𝑖 Technology 𝑗 ∈ 𝐶𝑂𝑁𝑉 ∪ 𝑁𝐶𝑂𝑁𝑉 Data source

eH2 Polymer electrolyte membrane (PEM) 
electrolysisa

D'Angelo et al.5

CO2 Low-temperature solid sorbent DACb Fasihi et al.6

Methanol Steam reforming of natural gas Ecoinvent v3.57

Methanol Direct CO2 hydrogenation (green MeOH) González-Garay et al.8

Ethylene Steam cracking of naphtha Ecoinvent v3.57

Ethylene Methanol-to-olefins (MTO) process Ioannou et al.2

Propylene Steam cracking of naphtha Ecoinvent v3.57

Propylene Methanol-to-olefins (MTO) process Ioannou et al.2

Benzene Product from catalytic reforming Ecoinvent v3.57

Benzene Methanol-to-aromatics (MTA) process Galán-Martín et al.9

Toluene Catalytic reforming of naphtha Ecoinvent v3.57

Toluene Methanol-to-aromatics (MTA) process Galán-Martín et al.9

Xylene Catalytic reforming of naphtha Ecoinvent v3.57
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Xylene Methanol-to-aromatics (MTA) process Galán-Martín et al.9

Ammonia Conventional HB from natural gas (SR-HB) D’Angelo et al.5

Ammonia SR-HB with CCU (SR-HB-CCU) D’Angelo et al.5

Ammonia eH2 based HB (eHB) D’Angelo et al.5

Propanoic acid Ethylene carbonylation Ecoinvent v3.57

Ethylene oxide Ethylene oxidation Ecoinvent v3.57

Formic acid Hydrolysis methyl formate, via methanol 
carbonylation 

Ecoinvent v3.57

Acetaldehyde Direct oxidation of ethylene (Hoechst-Wacker 
process)

Ecoinvent v3.57

Acetone Hock process Ecoinvent v3.57

Acetic acid Celanese process Ecoinvent v3.57

Styrene Ethylbenzene dehydrogenation, via ethylene-
benzene alkylation

Ecoinvent v3.57

Cumene Alkylation of benzene and propene Ecoinvent v3.57

Phenol Hock process Ecoinvent v3.57

Terephthalic 
acid

Oxidation of p-xylene Ecoinvent v3.57

Ethylene glycol Oxidation of ethylene oxide Ecoinvent v3.57

Propylene oxide Chlorohydrin process Ecoinvent v3.57

Polyethylenec Mix of commercial technologies Ecoinvent v3.57

Polypropylenec Mix of commercial technologies Ecoinvent v3.57

Vinyl chloride Ethylene chlorination and oxychlorination Ecoinvent v3.57

a Efficiency of 80% based on the lower heating value of H2.
b Based on the forecast for 2050.6

c Slurry-suspension polymerisation, bulk-suspension polymerisation, gas-phase 
polymerisation using Ziegler-Natta and Metallocene catalysts.7
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Table 2. Capacity factor (  and levelised cost of electricity contributors for the various 𝐶𝐹𝑗)
power generation technologies.

Technology

 𝑗 ∈ 𝑃𝑃
𝐶𝐹𝑗 Capital

cost
Variable
cost

Fixed 
O&M
cost

Transmission
cost

Data 
source

(-) ($ MWh-1)
NG power plant 0.87 7.80 1.61 31.26 1.10 EIA10

Coal power plant 0.85 41.95 5.48 22.75 1.08 EIA10

NG power plant,
CCS

0.87 17.50 4.50 50.60 1.20 EIA11

Coal power plant,
CCS

0.85 47.90 11.20 36.50 1.20 EIA11

NG power plant,
CCU

0.87 17.50 4.50 50.60 1.20 EIA11

Coal power plant,
CCU

0.85 47.90 11.20 36.50 1.20 EIA11

Bioenergy 0.83 32.32 17.38 35.84 1.15 EIA10

Bioenergy,
CCS

0.83 56.40 44.47 57.76 1.27 EIA11

Wind onshore 0.41 25.96 7.46 0.00 2.57 EIA10

Wind offshore 0.43 58.94 29.36 0.00 2.52 EIA10

Nuclear 0.90 48.93 15.51 2.38 1.04 EIA10

Solar 0.29 20.38 6.12 0.00 3.39 EIA10

Hydro 0.54 39.38 11.05 3.97 2.01 EIA10

Geothermal 0.90 19.49 15.78 1.17 1.34 EIA10

Concentrated 
solar thermala 0.61 39.01 2.89 9.03 0.00 NREL12

Wind | storagea 0.74 See Section 1.3
EIA11 
and 
NREL12

Solar PV |storagea 0.63 See Section 1.3
EIA11 
and 
NREL12a These technologies are only used in the additional analysis presented in Section 2.6 of the 

ESI, and are omitted in the analysis on the main manuscript.
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Table 3. Activities chosen to model the electricity technologies .𝑗 ∈ 𝑃𝑃

 𝑗 ∈ 𝑃𝑃 Activity name Data source

NG power planta Electricity | natural gas Ecoinvent v3.57

Coal power plantb Electricity |hard coal Ecoinvent v3.57

NG power plant,
CCSa Electricity |natural gas (Adjusted)

Ecoinvent v3.57 
and others13,14

Coal power plant,
CCS Electricity | hard coal (Adjusted)

Ecoinvent v3.57

and others14,15

NG power plant,
CCUa Electricity |natural gas (Adjusted)

Ecoinvent v3.57

and others13

Coal power plant,
CCU Electricity |hard coal (Adjusted)

Ecoinvent v3.57

and others15

Bioenergy Electricity | wood, future Ecoinvent v3.57

Bioenergy, 
CCS Electricity | wood, future (Adjusted)

Ecoinvent v3.57 
and others14,16,17

Bioenergy CHPc Electricity |wood chips, 6667 kW Ecoinvent v3.57

Bioenergy CHP,
CCSc Electricity | wood chips, 6667 kW (Adjusted)

Ecoinvent v3.57

and others14,16,17

Wind onshore Electricity |wind, >3MW turbine, onshore Ecoinvent v3.57

Wind offshore Electricity | wind, 1-3MW turbine, offshore Ecoinvent v3.57

Nuclear Electricity | nuclear, pressure water reactor Ecoinvent v3.57

Solard
Electricity | photovoltaic, 3kWp facade 
installation Ecoinvent v3.57

Hydro Electricity | hydro, reservoir, non-alpine region Ecoinvent v3.57

Geothermal Electricity | deep geothermal Ecoinvent v3.57

Concentrated solar 
thermalf Electricity | solar thermal parabolic trough Ecoinvent v3.57

Wind | storagee,f
Electricity |wind, >3MW turbine, onshore 
(Adjusted)

Ecoinvent v3.57

and others18

Solar PV |storagee,f
Electricity | photovoltaic, 3kWp facade 
installation (Adjusted)

Ecoinvent v3.57

and others18
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a Combined cycle power plant of type 400MWe with a gas turbine of type 260 MWe and a 
steam turbine 140 MWe, with an efficiency between 50-60%.
b Hard coal power plant input is a market mix of 100MWe power plants (representing all 
power plants with a capacity below 250 MWe and 7% of the installed capacity) and 500 MWe 
power plants (representing all power plants with a capacity above 250MWe and 93% of the 
installed capacity). The average efficiency is considered to be ~34%
c Production of heat and electricity with wood chips in a state-of-the-art (in 2014) co-
generation plant with a capacity of 2000 kW (referring to fuel input) in Switzerland. The total 
efficiency is 60%, of which 50% is thermal and 10% electric.
d Low voltage.
e See Section 1.3.
f These technologies are only used in the additional analysis presented in Section 2.6 of the 
ESI, and are omitted in the analysis on the main manuscript.

The portfolio of heat sources   comprises: (i) natural gas-based heat, (ii) heat from 𝑗 ∈ 𝐻𝑃
sources other than natural gas, (iii) steam directly from natural gas, and (iv) steam from CHP 
power plants, with the activities and prices being extracted from the Ecoinvent v3.5 database.7 
We further classify the electricity generation technologies  into (i) dispatchable, 𝑗 ∈ 𝑃𝑃

, (e.g., coal with/without CCS, natural gas with/without CCS, bioenergy with/without 𝑗 ∈ 𝑃𝑃𝐷𝐼𝑆

CCS, nuclear, hydropower reservoir, geothermal power plants, concentrated solar power 

[CSP], and onshore wind and solar PV with storage), and (ii) non-dispatchable, , (e.g., 𝑗 ∈ 𝑃𝑃𝑁𝐷𝐼𝑆

solar PV, and onshore/offshore wind) sources. Please note that CSP, wind onshore and solar 
PV with storage are only used in the additional analysis presented in Section 2.6 of the ESI, and 
are omitted in the analysis on the main manuscript. Finally, we classify the energy sources 

 of the power technologies ( ) into 7 categories, i.e., , (i) coal, (ii) natural gas, (iii) 𝑠 ∈ 𝑆 𝑗 ∈ 𝑃𝑃 𝑠

biomass, (iv) wind, (v) hydropower, (vi) solar, and (vii) geothermal, . 𝑗 ∈ 𝑃𝑃𝑠

The LP finds the optimal production rates of chemicals and energy generation within the 

system (continuous variable ), and the amount of purchased products (continuous variable 𝑊𝑗

), considering the constraints described below.𝑃𝑖

Mass and energy balance constraints 

The mass and energy balances must be satisfied for each product , i.e., material ( ), 𝑖 𝑖 ∈ 𝐼𝐹𝑃 ∪ 𝐼𝐼𝑃

heat ( ), and power ( ), as given in Eq. 1, where the amount of product 𝑖 ∈ 𝐼𝑆𝑇𝐸𝐴𝑀 ∪ 𝐼𝐻𝑇 𝑖 ∈ 𝐼𝑃𝑃

purchased, , plus the amount produced equals the amount consumed plus the sales, :𝑃𝑖 𝑆𝑖

𝑃𝑖 + ∑
𝑗 ∈ 𝑂𝑈𝑇(𝑖)

𝜇𝑖𝑗𝑊𝑗 = ∑
𝑗 ∈ 𝐼𝑁(𝑖)

𝜇𝑖𝑗𝑊𝑗 + 𝑆𝑖,  ∀𝑖 (1)

Furthermore, we enforce that the sales of final products should equal the final demand (

), given in Eq. 2 and Table 4, while the only end-user of the generated energy and 𝐷𝑒𝑖

intermediate products is the chemical system (Eq. 3).
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𝑆𝑖 ≥ 𝐷𝑒𝑖,  ∀𝑖 ∈ 𝐼𝐹𝑃 (2)

𝑆𝑖 = 0,  ∀𝑖 ∈ 𝐼𝑆𝑇𝐸𝐴𝑀 ∪ 𝐼𝐻𝑇 ∪ 𝐼𝑃𝑃 ∪ 𝐼𝐼𝑃 (3)

Finally, we avoid expanding in capacity the fossil technologies that deliver as main product 

the final chemical product , i.e., , by forcing their annual production volume 𝑖 𝑖 ∈ 𝐼𝐹𝑃, 𝑗 ∈ 𝐶𝑂𝑁𝑉𝐼𝑃

(  [Table 4]) to lie below the one predicted for 2050. 𝑃𝑉𝑗

𝑊𝑗 ≤ 𝑃𝑉𝑗,  ∀𝑗 ∈ 𝐶𝑂𝑁𝑉𝐹𝑃 (4)

Energy system constraints 

Technologies  generate power, and their production rate ( ) is divided into standard 𝑗 ∈ 𝑃𝑃 𝑊𝑗

and backup (  and ) generation types.𝐺𝑒𝑛𝑆𝑇
𝑗 𝐺𝑒𝑛𝐵𝐴𝐶𝐾𝑈𝑃

𝑗

𝐺𝑒𝑛𝑆𝑇
𝑗 + 𝐺𝑒𝑛𝐵𝐴𝐶𝐾𝑈𝑃

𝑗 = 𝑊𝑗,  ∀𝑗 ∈ 𝑃𝑃 (5)

The total power ( ) is given by the summation of the generated amount of each 𝑇𝑃

technology . 𝑗 ∈ 𝑃𝑃

𝑇𝑃 = ∑
𝑗 ∈ 𝑃𝑃

𝑊𝑗 (6)

The installed capacity can then be calculated via the  of the respective technology  and 𝐶𝐹𝑗 𝑗

the annual operational hours ( , e.g., 8760 h). The  is the ratio of the power output 𝐻 𝐶𝐹𝑗

generated within a year over the maximum possible output (Table 2).

𝐺𝑒𝑛𝐵𝐴𝐶𝐾𝑈𝑃
𝑗 = 𝐶𝐴𝑃𝐵𝐴𝐶𝐾𝑈𝑃

𝑗 ∙ 𝐶𝐹𝑗 ∙ 𝐻,  ∀𝑗 ∈ 𝑃𝑃𝐷𝐼𝑆 (7)

𝐺𝑒𝑛𝑆𝑇
𝑗 ≤ 𝐶𝐴𝑃𝑆𝑇

𝑗 ∙ 𝐶𝐹𝑗 ∙ 𝐻,  ∀𝑗 ∈ 𝑃𝑃 (8)

Notably, due to the firmness of the standard sources, their installed capacity is constrained 
by an inequality. The generated electricity from backup technologies ensures the system's 
reliability. Thus, Eq. 7 is expressed as an equality constraint. The following equation is then 
formulated to ensure a reliable energy system:

The parameter  was selected to be equal to 0.5. The physical interpretation of this 𝐵𝐴𝐶𝐾𝑈𝑃
constraint is that each MW installed of an intermittent renewable technology requires 
installing an additional 0.5 MW of firm technologies to hedge supply in periods with 
unfavourable weather conditions. Notably, non-dispatchable technologies, due to their 
seasonal and daily variability, cannot generate backup power.

∑
𝑗 ∈ 𝑃𝑃𝐷𝐼𝑆

𝐶𝐴𝑃𝐵𝐴𝐶𝐾𝑈𝑃
𝑗 = 𝐵𝐴𝐶𝐾𝑈𝑃 ∑

𝑗 ∈ 𝑃𝑃𝑁𝐷𝐼𝑆

𝐶𝐴𝑃𝑆𝑇
𝑗   (9)
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Furthermore, we need to ensure that the electricity needs of other sectors can be satisfied, 
considering the availability of resources. Thus, we limit the generated power for the chemical 

system according to the global technical potential ( ),19 while considering the amount 𝑇𝑒𝑐ℎ𝑃𝑜𝑡
𝑠

already consumed by other anthropogenic activities ( )20 (Table 5). In Eq. 11,  links 𝑀𝑖𝑥2050
𝑠 𝑎𝑗𝑠

technologies  with the corresponding power source .𝑗 ∈ 𝑃𝑃 𝑠

∑
𝑗 ∈ 𝑃𝑃𝑠

𝑊𝑗 ∙ 𝑎𝑗𝑠 ≤ (𝑇𝑒𝑐ℎ𝑃𝑜𝑡
𝑠 ‒ 𝑀𝑖𝑥2050

𝑠 ),  ∀𝑠 ∈ 𝑆 (11)

Finally, we introduce a maximum annual growth rate parameter ( ) for power 𝐶𝐴𝐴𝐺𝑅𝑠

technologies, defined based on sensible assumptions.20,21 The bounds for the different 
technologies are provided in Table 5. Essentially, this inequality constraint (Eq. 12) limits the 
technology's development. The starting period for installing power technologies is 2021. Thus, 
the availability of power generation considers the given time horizon, e.g., from 2021 – 2050, 

and the amount generated in the starting year ( ). 𝑀𝑖𝑥2021
𝑠

∑
𝑗 ∈ 𝑃𝑃𝑠

𝑊𝑗𝑎𝑗𝑠 ≤ 𝑀𝑖𝑥2021
𝑠 (1 + 𝐶𝐴𝐴𝐺𝑅𝑠)(2050 ‒ 2021) ‒ 𝑀𝑖𝑥2050

𝑠 ,  ∀𝑠 ∈ 𝑆 (12)

𝐶𝐴𝑃𝐵𝐴𝐶𝐾𝑈𝑃
𝑗 = 0,  ∀𝑗 ∈ 𝑃𝑃𝑁𝐷𝐼𝑆  (10)
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Table 4. Production volume of the BAU system and final demand of product . 𝑖 ∈ 𝐼𝐹𝑃

Product 𝑖 ∈ 𝐼𝐹𝑃
Production volumea

(Mt)
Final demand 
(Mt)

Reference 
year

Data source

Methanol 213.5 196.9 2050 IEA22

Ethylene 455.4 31.7 2050 IEA22

Propylene 291.7 70.8 2050 IEA22

Benzene 156.5 20.4 2050 IEA22

Toluene 71.2 71.2 2050 IEA22

Xylene 163.7 65.2 2050 IEA22

Ammonia 533.7 533.7 2050 IEA22

Propanoic acid 1.0 1.0 2013c Market data23

Ethylene oxide 64.0 8.5 2050 IEA22

Formic acid 2.4 2.4 2016c Aresta et al.24

Acetaldehyde 3.2 3.2 2015c Market data25

Acetone 17.6 17.6 2050 Seeb and IEA22

Acetic acid 30.5 23.0 2022c Market data26

Styrene 106.7 106.7 2050 IEA22

Cumene 78.3 39.9 2050 IEA22

Phenol 28.5 28.5 2050 IEA22

Terephthalic acid 149.4 149.4 2050 IEA22

Ethylene glycol 78.3 78.3 2050 IEA22

Propylene oxide 21.3 21.3 2050 IEA22

Polyethylene 270.4 270.4 2050 IEA22

Polypropylene 177.9 177.9 2050 IEA22

Vinyl chloride 135.2 135.2 2050 IEA22

a Based on the  system.𝐵𝐴𝑈
b Based on the phenol production, as a co-product.
c Updated to 2050, with the same assumptions used in the IEA22 for the other chemicals.
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Economic constraints 
The total cost  of  is given by the technology's costs plus the purchases of (𝑇𝐶) 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂

intermediate products as shown in Eq. 13:

Table 5. Bounds used for the technical potential of the power technologies.
𝑠 Coal Natural

gas
Nuclear Hydro Bio Wind Geo-

thermal
Solar 
PV

CSPb

𝑇𝑒𝑐ℎ𝑃𝑜𝑡
𝑠

(PWh)
10.1 12.2 5.4 13.919 8.327 23.619 32.819 437.519 Seec

𝐶𝐴𝐴𝐺𝑅𝑠

(%)a
5.0 5.0 2.7 2.8 6.6 7.9 8.0 9.9 17.5

𝑀𝑖𝑥2021
𝑠

(PWh)
9.0 6.5 2.8 4.5 0.8 1.8 0.1 1.0 2.1

×10-2

𝑀𝑖𝑥2050
𝑠

(PWh)a
0.9 2.4 4.3 8.1 3.5 11.6 0.8 11.4 1.6

a The world energy outlook provides data for 2018-2040.20 Thus, values for  are based 𝑀𝑖𝑥2050
𝑠

on calculations applying sensible assumptions based on the trends observed in 2018-2040. 
Similarly, the , is based on the trend between 2018 and 2025.𝑀𝑖𝑥2021

𝑠
b CSP is only used in the additional analysis presented in Section 2.6 of the ESI, and is omitted 
in the analysis on the main manuscript.
b Solar and CSP share the same technical potential.

Environmental constraints

The total impact on each category  ( ) corresponds to the summation of the impact 𝑑 𝑇𝐼𝑀𝑃𝑑

embodied in the intermediate products purchased (used as feedstock) plus the impact of the 
technologies themselves:

𝑇𝐼𝑀𝑃𝑑 = ∑
𝑗 ∈ 𝐽

𝑊𝑗 ∙ 𝐼𝑀𝑃𝑇𝑗𝑑 + ∑
𝑖 ∈ 𝐼𝐼𝑃

𝑃𝑖 ∙ 𝐼𝑀𝑃𝑃𝑖𝑑,  ∀𝑑 (14)

The transgression of each impact category  is determined in Eq. 15. The carrying capacities, 𝑑

, of each environmental impact category  are provided in 𝑆𝑂𝑆𝑑 𝑑

𝑇𝐶 = ∑
𝑗 ∈ 𝐽

𝑊𝑗 ∙ 𝑐𝑡𝑗 + ∑
𝑖 ∈ 𝐼𝐼𝑃

𝑃𝑖 ∙ 𝑐𝑖 (13)
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Table 6.

𝑇𝑅𝑑 =
𝑇𝐼𝑀𝑃𝑑

𝑆𝑂𝑆𝑑
,  ∀𝑑 ∈ 𝐷 (15)

 ensures a carbon-neutral operation, e.g., global warming potential impact (𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂

) equals zero. 𝐺𝑊

𝑇𝐼𝑀𝑃𝑑 = 𝐺𝑊 = 0 (16)

Finally, we define non-negativity constraints on some continuous variables, i.e., production 
rate, products purchases and sales, and total generated power:

𝑊𝑗,𝑃𝑖,𝑆𝑖,𝑇𝑃 ≥ 0 (17)

Objective function

 aims to minimise the system's  subject to the carbon neutrality target and 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡 𝑇𝐶
various technical constraints (Eq. 18). This strategy reflects current policies and describes an 
emergency program to make the chemical industry carbon-neutral by the first half of the 21st 
century: 

min {𝑇𝐶}
𝑠.𝑡.

  𝐸𝑞. 1 ‒ 17
(𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡) (18)

 aims to minimise a single environmental metric, defined as the average 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡

transgression of the carrying capacities, subject to the carbon neutrality target and other 
constraints, as mentioned earlier. 

min {𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥 =

∑
𝑑

𝑇𝑅𝑑

|𝐷| }
𝑠.𝑡.

  𝐸𝑞. 1 ‒ 17

(𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡) (19)

Because we aggregate metrics,28 the model attempts to minimise those categories with a 
higher criticality level, e.g., high transgression shares.  may be degenerate, 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂
meaning that it may contain feasible solutions with better cost and the same sustainability 
level, or vice versa, as its optimal solution. Hence, a post-process step is applied to minimise 
the cost subject to not worsening the best sustainability performance identified in the first 
model run, or vice versa. 

Note that the aggregated value of  has no specific significance anymore in terms 𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥

of the transgression of individual planetary boundaries.28
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Table 6. Quality level of the LCA indicators of the EF method and carrying capacities ( ) of 𝑆𝑂𝑆𝑑

the LCIA-PBs-SDGs.4

Environmental area of protection 𝑑 Quality 
level29,30

 value𝑆𝑂𝑆𝑑

Climate change (kg CO2eq) I 6.8x1012

Ozone depletion (kg CFC11eq) I 5.4 x108

Ionising radiation, HHa (kBq U-235eq) II 7.4x1014

Photochemical ozone formation, HH (kg NMVOCeq) II 4.1x102

Respiratory inorganicsa (disease inc.) I 7.3x105

Non-cancer human health effectsa (CTUh) II/III 5.8x106

Cancer human health effectsa (CTUh) II/III 1.4x106

Acidification terrestrial and freshwater (mol H+eq) II 1.0x1012

Eutrophication freshwater (kg Peq) II 5.8x109

Eutrophication marine (kg Neq) II 2.0x1011

Eutrophication terrestrial (mol Neq) II 6.1x1012

Ecotoxicity freshwater (CTUe) II/III 1.3x1014

Land use, soil erosion (kg soil loss) III 1.3x1013

Water scarcity (m3 deprived) III 1.8x1014

Resource use, energy carriers (MJ) III 2.2x1014

Resource use, mineral and metals (kgSbeq) III 2.2x108

a Updated for 2050 based on an estimated global population of 9.72x10.9

1.3. Battery storage for solar and wind generation 
For the expenditures of utility-scale battery storage, we use forecasted data for 2050 available 
in the Open Energy Data Initiative (OEDI) of the National Renewable Energy Laboratory (NREL) 
of the US.12 These costs include the capital expenses (CAPEX), fixed operation and maintenance 
(FOM), and variable operation and maintenance (VOM) costs. In particular, here we consider 
a Lithium-ion battery with an 8 h duration discharge and follow the NREL assumption of 
approximately one cycle per day. Based on NREL's moderate scenario for 2050, the CAPEX and 
FOM costs are 995 $ kW-1 and 25 $ kW-1 y-1, respectively, while no VOM costs were assumed. 
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The deployment of utility-scale battery storage allows increasing the capacity factor of solar 
and wind power. The additional cost for storage is calculated as follows: 

𝐶𝑜𝑠𝑡 𝑜𝑓 𝑠𝑡𝑜𝑟𝑎𝑔𝑒 [ =
$

𝑀𝑊ℎ] =
𝑃𝐹𝐹 ∙ 𝐶𝑅𝐹 ∙ 𝐶𝐴𝑃𝐸𝑋 + 𝐹𝑂𝑀

8760 ∙ 𝐶𝐹𝑏𝑎𝑡𝑡𝑒𝑟𝑦
+ 𝑉𝑂𝑀 (20)

, where  is the capital recovery factor (equal to 1.022),  the constriction finance factor 𝐶𝑅𝐹 𝑃𝐹𝐹

(equal to 0.043), and  is the capacity factor of the battery .𝐶𝐹𝑏𝑎𝑡𝑡𝑒𝑟𝑦 (8
24)

Using the above mentioned parameters, the LCOE of solar and wind power generation 
integrated with a utility-scale battery would include an additional cost of storage equal to 
23.5 $ MWh-1. Furthermore, based on the assumption of one discharge cycle per day, the 
availability of solar or wind power (when integrated with battery storage) increases by 8 h d-1, 
leading to a capacity factor of 63 and 74%, respectively. Finally, based on these data, the latter 
integrated power technologies are considered as dispatchable sources in the  𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂

model.

1.4.  Assumptions and limitations of the  analysis𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂
General remarks:

 In the main manuscript, we assume an 80% efficiency for the water-splitting process 
(based on the lower heating value [LHV]), regarded as an optimistic value based on the 
range of long-term forecasts on technology improvements.31 Besides, the electrical 
efficiency (LHV, %) of the (i) alkaline electrolyser, (ii) proton exchange membrane 
electrolyser, and (iii) solid oxide electrolysis cells, was estimated within the following 
range: 63-70%, 67-74%, and 77-90%, respectively. The influence of the electrolyser 
efficiency on the system performance was evaluated in a sensitivity analysis, as 
described in Section 2.4 of the ESI.

 The PBs should be fairly and equitably distributed among all economic sectors, e.g., 
sectorial scale. This would require applying top-down allocation approaches, i.e., 
downscaling principles,32 to assign shares of the total ecological budget to each 
anthropogenic activity. However, at the current state, there is no universally agreed 
downscaling approach.33,34 Hence, we provide our results relative to the full safe 
operating space, avoiding the application of downscaling principles.

 The useful thermal energy from the CHP power plants is provided in the form of steam, 
which is available for the production facilities. Besides, CHP plants are commonly used 
in ammonia and fertiliser manufacturing as well as in other chemical plants, among 
other industrial applications.35 We assume that the power and steam generated by the 
CHP plants are fully consumed internally, i.e., in the chemical system, to avoid 
uncertainties related to selling or wasting useful thermal energy. 

 We assume that the heat recovered from the purge streams of MeOH plants replaces 
heat from natural gas. Again, the generated heat must be consumed within the 
network. Otherwise, such technologies will not be selected. Moreover, even though 
we envision well-designed chemical clusters, we assume 20% heat losses with the on-
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site integration. Such losses may originate from the steam's distribution line or leaks 

from valves, pipes, and steam traps.

 We assume that the capacity of geological formations for the storage of CO2 will not be 
a limiting factor. Furthermore, we assume the deployment of BECCS to the extent 
needed, which requires an annual storage capacity of 1.6 GtCO2 according to the 
calculations of the main manuscript. BECCS appears in many IAMs scenarios,36 although 
its large-scale implementation is not exempt from controversy.37,38 

 In the case study of the main manuscript, we assume that the DAC's utility consumption 
and cost will be reduced via learning curves, based on Fasihi et al.6 Since the 
development of DAC technologies is uncertain, we carry out a sensitivity analysis on 
the energy requirements, as described in Section 2.4 of the ESI.

 In the main manuscript, we omit energy and eH2 storage, as we consider that the 
bespoke mixes are fully reliable by design (Eq. 9). Hence, they can ensure the 
continuous operation of the plants by design. To provide further insight, we ran again 
the model considering utility-scale battery storage for the fluctuating power 
generation technologies (as described in Section 1.3) and concentrated solar power. 
Therefore, Section 2.6 provides the results generated considering an expanded 
portfolio, including the above mentioned technologies.

 We limit the scope of this work to high technology readiness level (TRL) technologies. 
Nonetheless,  could be expanded to include other novel chemical pathways within 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂

the network, which might lead to other solutions. For example, emerging plastic recycling 
technologies20 are omitted in our assessment due to their low TRLs. Recycling practices would 
reduce the annual production volume of platform chemicals while decreasing the need for 
eH2.

Techno-economic study:

 In the main manuscript, the price of the  chemical products is calculated based on 𝐵𝐴𝑈
data from the United Nations Commodity Trade Statistics Database, taking 2018 as 
reference year.39 In Section 2.4 of the ESI, we conduct a sensitivity analysis on the 
technologies cost to evaluate their influence on the overall performance.

 Moreover, we conduct a sensitivity analysis on the cost of eH2, and the DAC process to 
evaluate the influence of the latter parameters on the overall performance of the 
system, as described in Section 2.4 of the ESI.

LCA study:
 Some impact metrics (LCI entries and associated characterisation factors) are affected by 

more pronounced uncertainties. According to the International Reference Life Cycle Data 
System (ILCD) levels, LCA metrics can be classified based on their quality into three levels: ―I 
(recommended and satisfactory), ―II (recommended but in need of some improvements) or 
―III (recommended, but to be applied with caution). A detailed description of these levels is 
provided in the original source,30 while we display in Table 6 the quality level of the LCA 
indicators of the EF method. Moreover, Sala and co-workers defined a fixed zone of 
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uncertainty for the carrying capacities used in their LCIA-PBs-SDGs method. Accordingly, the 
SOS is defined as the area within the carrying capacity, the zone of uncertainty lies between 
one time the carrying capacity and twice its value, while the high risk zone corresponds to 
impacts beyond twice the carrying capacity.

 We define a cradle-to-gate scope, assuming that the  and alternative low-carbon 𝐵𝐴𝑈
routes will involve the same downstream processing and transformation of the 
chemical system, i.e., its conversion and further processing into other products. 
Carbon-neutrality, therefore, refers to a cradle-to-gate scope. However, the CO2 would 
be re-emitted at the end of the chemical's lifetime if they are incinerated or disposed 
of in a landfill without any CO2 capture process, or naturally degrade.

 CHEMZERO assumes a fixed final demand for the 22 chemicals, as listed in Table 4. 
Notably, the higher cost of CO2-based chemicals could decrease the final demand based 
on the price elasticity. Nonetheless, such an assumption is necessary to carry out the 
LCA according to the ISO standards, as otherwise a different functional unit (demand) 
would emerge depending on the scenario (due to differences in production costs 
according to the pathways chosen). According to the ISO 14040, Comparability of LCA 
results is particularly critical when different systems are being assessed to ensure that 
such comparisons are made on a common basis. To address this issue, we evaluate the 
validity of the constant final demand assumption by recalculating the new demand that 
would result from the new prices, as explained in Section 2.5 of the ESI. 

 The carrying capacities ( ) of the LCIA-PBs method were updated for 2050 for four 𝑆𝑂𝑆𝑑

LCA indicators, i.e., ionising radiation, respiratory inorganics, and non-cancer and 
cancer human toxicity. Notably, we assume a global population increase between 
2018-2050 equal to 0.77% based on the trend of the world energy outlook for the 
periods 2018-2030 and 2018-2040 (annual global population increase of 0.95 and 
0.86%, respectively).20

 We included the impact of the electrolysers in the LCA, yet no technological 
improvements within 2021-2050 were considered. This assumption is based on the 
observation that the impact embodied in the electrolyser tends to be low compared to 
the impact of the amount of energy needed for water splitting.40 

 The LCI data for the construction of the MeOH, MTO, MTA, and ammonia plants are 
based on the methanol and organic plant activities available in Ecoinvent v3.5. The 
latter activity is based on an average calculated based on the BASF site of Ludwigshafen 
and a chemical factory in Gendorf, with an annual capacity of 50000 t, and lifetime of 
50 yr, leading to 4.0x10-10 units per kg of produced chemical.7 

 The cooling water evaporation losses are calculated as a fraction of the total flow 
following the same assumptions as in Ecoinvent v3.5,7 and validated with an additional 
source.41 

Energy system modelling 

 The energy system powers the eH2, DAC, and methanol-based processes, while the 
fossil-based technologies are assumed to be powered by a global mix. The reason for 
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this assumption is that global energy systems do not consider the energy demand of a 
large-scale transition to low-carbon chemicals.20 

 We used learning curves for the cost and capacity factor of power technologies as 
described in the EIA reports.10,11 However, we neglect  learning curves in the 
environmental assessment due to the lack of life cycle inventories, while we assume 
that climate change will not affect significantly the average capacity factors of solar and 
wind power generation.19 To study the impact of uncertainties affecting such learning 
curves as well as other parameters, we carry out a sensitivity analysis on the power 
system parameters, as described in Section 2.4 of the ESI.

 For coal, natural gas, and nuclear power, we assume that their technical potential 
cannot exceed twice their generated power in 2018. This assumption was made to 
avoid the unrealistic high expansion of fossil and nuclear power facilities. 

 The world energy outlook provides the generated power and the deployment rate data 
between 2018-2040 to satisfy the total anthropogenic needs.20 We consider values 
based on sensible assumptions for the missing data according to the trends observed 

in the latter period. In particular, the  values are considered to be higher than 𝐶𝐴𝐴𝐺𝑅𝑠

those calculated based on similar assumptions as in the world energy outlook for 2021-
2050 (i.e., 1.25% higher for all technologies, except for hydropower, for which we 
considered a 0.75% increase since the deployment of new pumped-hydro plants will 
not improve further its economic performance and is expected to slow down in the 
upcoming years). 

2. Additional results
This section contains additional results omitted in the main manuscript due to space 
limitations. Table 7 and Figure S1 provide specific information related to the energy system of 
the  solutions, whereas Figure S2 depicts the contribution of individual chemicals 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂
towards the total carbon footprint of the chemical system. Finally, we discuss further the 
performance of the  model concerning the 5 SDGs and the 16 LCA indicators based 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂
on the figures of the main manuscript.

2.1. The power mix
Analysing the impact of the power mix expressed per unit of kWh produced, we find that 

 improves 12 out of the 16 LCA indicators compared to  (Table 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

7). Ionising radiation and resources depletion –energy– worsen substantially (62.0 and 28.5%, 
respectively), followed by water scarcity and ozone depletion (5.1 and 1.4%, respectively). 
Nonetheless, these adverse effects are outweighed (to some extent) by a 9.2% drop in power 
needs between the two configurations (Fig. 5). Focusing on the contribution of each 
technology toward the total impact of electricity (Figure S1), nuclear power emerges as the 
primary driver of ionising radiation, ozone depletion, and energy resource depletion. 
Hydropower dominates the impact in water scarcity, whereas the remaining LCA indicators are 
strongly linked to bio-, wind-, and solar-based power generation. The carbon footprint of 

 and  energy systems show similar breakdown (Figure S1). 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡
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Besides, BECCS provide all the carbon-negative power while  improvements are 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡

attained by avoiding solar, and shifting from onshore to offshore wind.

Table 7 Environmental burden of the generated power per kWh for the 16 LCA indicators of 
the EF method.
SDG LCA indicator 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡 Improvement

Human toxicity, cancer
(CTUh)

2.6x10−9 2.2x10−9 16.2%

Human toxicity, non-cancer
(CTUh)

5.7x10−8 4.9x10−8 15.3%

Particulate matter
(disease inc.)

4.6x10−9 3.2x10−9 31.5%

Photochemical ozone 
formation (kg NMVOCeq)

3.4x10−4 2.6x10−4 23.6%

3

Ionising radiation
(kBq U-235eq)

1.5x10−2 2.4x10−2 −62.0%

Water use
(m3 depriv.)

2.7x10−1 2.8x10−1 −5.1%6

Ecotoxicity, freshwater
(CTUe)

9.8x10−2 6.6x10−2 32.5%

Climate change
(kgCO2eq)

−1.2x10-1 −1.5x10−1 25.7%

Resource use, energy
(MJ)

1.4 1.7 -28.5%

13

Ozone depletion

(kg CFC11eq

8.3x10−9 8.4x10−9 −1.4%

Eutrophication, marine
(kg Neq)

1.2x10−4 1.0x10−4 16.0%14

Eutrophication, freshwater
(kg Peq)

1.4x10−5 2.4x10−6 82.7%

Land use, soil erosion
(kg soil loss)

3.3x10−3 2.3x10−3 31.6%

Eutrophication, terrestrial
(mol Neq) 1.8x10−3 1.6x10−3 11.0%
Acidification terrestrial
and freshwater (mol H+eq) 4.5x10−4 2.5x10−4 44.2%

15

Resource use, mineral and 
metals (kg Sbeq) 1.3x10−6 2.3x10−7 82.9%



20

Figure S1 Breakdown of the normalised impact of the bespoke electricity mixes of the two 
models in the 16 LCA indicators of the EF method (left), and power consumption from the 
bespoke power mix for the two  designs (right).𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂
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2.2.  Carbon footprint breakdown based on individual 
chemicals

Focusing on the impact of individual chemicals on the carbon footprint (Figure S2), we observe 
that the carbon-neutral configurations attain reduction benefits from different chemicals. In 

, the decarbonised backbone of the chemical system, e.g., ethylene, propylene, 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

and methanol, indirectly affects the performance of the large-volume polymers (polyethylene 
and polypropylene), which attain a negative carbon footprint (on a cradle-to-gate basis). 
Notably, the embodied impact of ammonia contributes significantly towards the total burden 

on this category. In contrast,  reduces the global warming of the system 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡

predominantly by generating methanol and ammonia with negative carbon eH2 and using DAC 
CO2. The latter leads to a configuration where the organic substances of the chemical system 

have higher shares of impacts when compared with the  configuration.𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

Figure S2 Breakdown of the normalised impact of the chemical system in the climate change 
LCA indicator of the EF method.

2.3. The SDGs performance of the chemical system
Good health and well-being goal (SDG 3)

Based on Fig. 3 of the manuscript, the  heavily stresses particulate matter (i.e., 17.2% of 𝐵𝐴𝑈
the SOS), while performing much better in the remaining SDG 3 metrics (3.1, 2.5, 3.6, and 
1.2×10−2% of the boundary in human toxicity [non-cancer and cancer], photochemical ozone 
formation, and ionising radiation, respectively). 

The  solution worsens all the impact categories (4.9-, 1.8-, 1.1-, 1.2-, and 2.8-𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

fold in human toxicity [non-cancer and cancer], photochemical ozone formation, particulate 
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matter, and ionising radiation, respectively), leading to severe collateral damage in non-cancer 
human toxicity (15.1% of the SOS) and the already critical particulate matter (21.1%). 

 outperforms  in 4 out of 5 SDG 3 indicators, but not the 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

 (the impact worsens 3.8- and 1.5-, 9.9x10−1, 1.0-, and -3.4-fold [following the same 𝐵𝐴𝑈

sequence as before] relative to the ), while slightly improving photochemical ozone 𝐵𝐴𝑈

formation compared to the .𝐵𝐴𝑈

Focusing on the breakdown of impacts, the direct release of particulates –below 2 m– and 
NOx from the chemical production processes of the , and the related emissions embodied 𝐵𝐴𝑈
in the grid electricity consumed are responsible for 25.8, 5.3, and 6.0% of the particulate 
matter impact, respectively (Fig. 3, –bottom–). The remaining particulate matter burden is 
linked to the extraction and use of fossil resources, and other direct emissions and activities. 
The impact on the remaining SDG 3-related categories is mostly linked to the grid electricity 

and other activities.  worsens all the SDG 3-related LCA indicators mostly due 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

to the vast power consumption (Fig. 3, –bottom–, links with the power mix discussed in 
Figure S1). Direct NOx emissions, affecting categories photochemical ozone formation, drop in 
the carbon-neutral solutions because they make less use of cracking-based production and 
steam methane reforming.

Clean water and sanitation goal (SDG 6)

The  solution consumes 4.0 and 1.6% of the SOS in water scarcity and freshwater 𝐵𝐴𝑈

ecotoxicity, respectively. The cost-effective carbon-neutral solution ( ) worsens 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

both indicators, whereas  affects the two indicators only marginally (2.3- vs. 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡

1.3- and 1.5- vs. 9.8x10−1-fold increase, respectively, compared to the ). 𝐵𝐴𝑈

In the  system, water scarcity is mostly linked to the evaporation losses from the cooling 𝐵𝐴𝑈

towers. The  solution worsens this indicator due to the additional MeOH plants 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

and the hydropower facilities (Fig. 3-4, and Figure S1). In this effect is partially 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡  

offset by the lower MeOH throughput, compared to , and the deployment of 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

eHB, which both lead to lower cooling water and power requirements. The increase in 
ecotoxicity freshwater in both carbon-zero solutions is attributed to the high energy needs 

(Fig. 3, –bottom–), where the superior performance of  is due its lower energy 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡

consumption, the shift from onshore to offshore wind turbines, and the avoidance of solar 
panels. Overall, the  solution marginally impacts SDG 6, while cost-effective 𝐵𝐴𝑈
decarbonisation pathways could hinder freshwater use, especially in regions with water supply 
shortages.

Climate action goal (SDG 13)

The  solution performs very poorly in the SDG13 metrics, mainly in climate change, and 𝐵𝐴𝑈
resource depletion –energy– (58.4 and 49.1% of the SOS, respectively), due to its strong 
reliance on fossil carbon. In contrast, the ozone depletion transgression level is negligible 
(2.9×10−2%). 
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The  net direct CO2 emissions are responsible for 56.4% of the total climate change 𝐵𝐴𝑈
transgression, followed by other activities, grid electricity, and heat from NG (i.e., 28.3, 10.4 
and 4.9%, respectively). In contrast, other activities over the life cycle are predominantly 
responsible for the depletion of the resource –energy (96.1%). To achieve carbon neutrality 
(on a cradle-to-gate basis), the model reduces the use of fossil feedstock, decreasing resource 

depletion –energy– (from 49.1% to 40.3% and 40.6%, in the and𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡 

, respectively), utilises carbon negative electricity and consumes DAC CO2. On  𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡

the downside, the carbon-neutral solutions exacerbate ozone depletion (1.7- and 1.2-fold 
higher than the BAU), mainly due to extensive power consumption, yet their transgression 
levels in this category are negligible. 

Life below water goal (SDG 14)

The  solution consumes 1.9 and 1.3% of the freshwater and marine eutrophication SOS, 𝐵𝐴𝑈
respectively. Both metrics worsen in the climate-neutral solutions, substantially in 

 and less critically in  (4.7 and 1.8% vs. 2.1 and 1.5%, 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡

respectively). 

In the , the direct NOx emissions and use of grid electricity are responsible for 62 and 𝐵𝐴𝑈
12.8% of the total marine eutrophication impact, respectively (Fig. 3, –bottom–). Moreover, 
electricity consumption from the bespoke mix primarily drives the impact in the carbon-
neutral solutions. This is explained by the strong reliance on BECCS (Figure S1). The 

 solution outperforms  due to its lower energy consumption and 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

its power mix composition (i.e., offshore vs. onshore, and phase-out of solar power). 
Furthermore, lower direct NOx emissions in both solutions lead to better performance in 
marine eutrophication.

Life on land goal (SDG 15)

The  solution performs reasonably well in these indicators (<3% of the SOS in resource 𝐵𝐴𝑈
depletion –mineral and metals–, acidification, terrestrial eutrophication, and land use –soil 
erosion–, respectively). The alternative solutions worsen some of them substantially (10.5, 2.0, 

1.0, and 0.5% vs. 4.1, 1.6, 0.8, and 0.3%, in the and , 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡

respectively, [following the same sequence as before]), less so the  solution 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡

that even outperforms the BAU in the acidification category. 

The  system's breakdown reveals that different processes are responsible for the 𝐵𝐴𝑈
individual SDG 15-related indicators. Resource depletion –minerals and metals– is mainly 
affected by other activities, while land use –soil erosion– is linked to grid electricity. In contrast, 
the burdens on terrestrial eutrophication and acidification are related to other activities, 
followed by direct NOx emissions and grid electricity use. Similarly to SDG 14, burdens increase 
in the carbon-neutral solutions due to the high power requirements (further details on the 
links with the bespoke mix in Figure S1). Finally, terrestrial eutrophication improves due to 
lower NOx direct emissions, as in photochemical ozone formation and marine eutrophication.
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2.4. Sensitivity analysis 
In this section, we present the sensitivity analysis results, which identify the most influential 
parameters of the carbon-neutral chemical system and quantify their effect on the economic 
and environmental performance.

Uncertain parameters and variation rate
In the main manuscript, we showed that the  design is more expensive than the 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂

 (by 16.5 and 33.0%), while its  is significantly lower (from 9.2 to 7.3 and 5.9). In this 𝐵𝐴𝑈 𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥

section, we explored how the latter values change under uncertainty. To this end, we vary key 
uncertain parameters, either one by one or altogether, recalculating the performance of the 

optimal designs in each case (cost and ). More precisely, we perform two analyses, 𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥

one by changing parameters of similar nature (grouped into the same uncertainty block) or 
simultaneously, and a second analysis varying only individual parameters at a time (i.e., the 
capacity factor and LCOE of an individual technology). The first analysis results are displayed 
using violin plots, while for the second we use polylines figures. This analyses are performed 
for the two carbon-neutral solutions reported in the main manuscript. Namely, the uncertain 
parameters blocks are the following:

1. The chemicals' production costs of 27 out of the 29 processes listed in Table 1 (we 
investigate the electrolysis and DAC process separately). We exclude the costs related 
to non-primary feedstock (i.e., H2 and CO2) and their energy supply. These expenditures 
cover capital and operational costs uncertainties, which are region-dependent. 

2. The power system backup reserves parameter, BACKUP. 
3. The capacity factor of the power technologies listed in Table 2. 
4. The levelised cost of electricity (LCOE) of the power technologies listed in Table 2. 
5. The production cost of eH2, excluding the contributions from the consumption of 

electricity (i.e., electrolyser costs). 
6. The efficiency of the electrolysis step. 
7. The DAC production cost, excluding the cost related to heat and electricity 

consumption, which are analysed separately (8 and 9). 
8. The DAC electricity consumption. 
9. The DAC heat consumption. 
10. Simultaneous variation of the latter nine sets of parameters.

We vary the latter parameters by applying a Monte Carlo sampling on a set of uniform 
distributions modelling them (we chose the uniform distributions due to lack of detailed 
uncertainty data on all the parameters, although other distributions could have been defined 
instead). The uniform distributions are built considering lower and upper bounds equal to 
±20% of the nominal values, except for the electrolyser efficiency, for which we use ±10% 
bounds since the base case is already optimistic (80% of the LHV, see Section 1.4). The value 
of the capacity factor cannot exceed 1.0, so we cap the upper capacity factor accordingly. We 
generate 1000 scenarios per parameter and technology for each set of parameters to ensure 
a high confidence level (99.9%). Subsequently, we run and solve the linear programming model 
for each of them to recalculate the total cost and the sustainability index. 
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Figure S3. Sensitivity analysis of the  design. Each violin depicts the probability 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

distribution of the (a) optimal cost and (b) the accompanied  (expressed as a 𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥

percentage) when uncertainty is considered. The violin's width reflects the solutions' 
frequency (i.e., number of scenarios). 

Sensitivity 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

The analysis revealed that the most critical parameters are the chemicals production cost, the LCOE 
of the power technologies, and the water-splitting efficiency, leading to variations in the cost of ±13.0, 
5.2, and 2.8%, respectively (Figure S3a). Nonetheless, the width of the violin plot indicates that cost 
variations beyond ±5% are much less likely for the first uncertain parameter. In contrast, the width of 
the violin plots when investigating the LCOE and the capacity factors is fairly constant within the 
confidence interval. 

Moving to the  in the same solution (Figure S3b), we find that only the water-splitting 𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥

efficiency and, to a lesser extent, the DAC heat consumption influence the transgression levels 
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significantly. The  value decreases by 3.3% when the electrolyser efficiency increases (+10%, 𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥

upper bound of the range), while there is a higher impact for a lower efficiency (−10%, lower bound 
of the range) equal to +5.0%. The latter behaviour emerges due to active constraints and parameters 
associated with the power system, such as backup reserves, source availability, and growth rate. 

Regarding the effect of varying all uncertain parameters simultaneously, we find that even though the 
total cost might lie within the range of ±20.0%, most scenarios fall within a shorter interval (±5.0%). 
This might be due to the fact that uncorrelated distributions are considered, so variations in one 
parameter might be offset by changes in others. At the same time, the response of the system's 

 is smaller, equal to around ±10.0% of the reference scenario. 𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥

Figure S4. Sensitivity analysis of the cost (left) and the accompanied  (right) of the 𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥

 design (expressed as a percentage) when varying (a) the capacity factor and (b) 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

LCOE of the power technologies individually.

Secondly, we analyse the influence of uncertainties in the individual power technologies on 

the  design to highlight their influence within their distinct uncertain block 𝐶𝐻𝐸𝑀𝑍𝐸𝑂𝑐𝑜𝑠𝑡

(Figures S4-S12). To this end, we report the solutions corresponding to 5 scenarios with an 
equidistant discretisation of the range previously described. 

We observe that the capacity factor of wind power and hydropower reservoirs are the most 
influential technologies of this uncertain block (Figure S4a). Furthermore, the capacity factor 

shows a non-linear influence on the cost and , and a converse trend between 𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥
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dispatchable and non-dispatchable power technologies, which are both related to the 
constraint of backup reserves. Notably, burden shifting in specific LCA indicators still occurs, 
as discussed in the main manuscript, when varying the capacity factor (see Figure S5).

The influence of the LCOE is higher (Figure S4b), where the cost of the biomass power plants 
is the most influential parameter on the system's total cost (~±3.0%), followed by wind onshore 

(~±1.5%), and hydropower reservoirs (~±1.0%). The  value increases with lower LCOE for 𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥

nuclear power, while it remains unchanged when the remaining power technologies exhibit lower 
costs. In addition, with higher LCOE for the power technologies, we observe that the wind 

onshore and bioenergy are the most influential parameters on the . Regarding the 𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥

insight of burden shifting occurrence, as before, it remains valid when varying the LCOE (see 
Figure S6). 

Note that the system adjusts the selection of technologies when we vary the uncertain 
parameters, i.e., select different power or chemical technologies (such as the CCU to fossil-
based petrochemical ratio). These specific trends are not discussed in detail, since the 
solutions found follow the same general patterns (Figure S7).
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Figure S5. Sensitivity analysis of the individual impacts of the  design (expressed 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

as a ratio relative to the  performance) when varying the capacity factor of the power 𝐵𝐴𝑈

technologies individually. A value greater than 1 means that the performance of the system 
worsens relative to the . 𝐵𝐴𝑈



29

Figure S6. Sensitivity analysis of the individual impacts of the  design (expressed 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

as a ratio relative to the  performance) when varying the LCOE of the power technologies 𝐵𝐴𝑈

individually. A value greater than 1 means that the performance of the system worsens relative 
to the . 𝐵𝐴𝑈
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Figure S7. Sensitivity analysis of the ratio between the CCU and fossil-based petrochemicals of 

the  design (expressed in %) when varying (a) the capacity factor and (b) the LCOE 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

of the power technologies individually.
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Figure S8. Sensitivity analysis of the cost (left) and the accompanied  (right) of the 𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥

 design (expressed as a percentage) when varying the production costs of the 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

chemical production technologies individually. We split the technologies into three plots (a-c) 
for readability purposes.

We discuss next the impact of varying individually the chemicals' production costs. Firstly, we 
observe that petrochemicals and polymers (Figure S8a) influence the cost the most due to 
their high production volume. Furthermore, we observe that lower costs of fossil-based 
ammonia (Figure S8b) have a negligible effect on the total cost, yet they lower the value of 

. Notably, the latter  decrease is due to the lower CCU deployment as shown 𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥 𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥

in Figure 9, owing to the substitution of the CO2 source from ammonia to DAC plants. Finally, 
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for those technologies that cannot be substituted (Figure S8c left, e.g., chemicals vinyl 

chloride), we observe no influence on the  and individual LCA metrics (Figure 12). 𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥

All in all, the influence of the production cost on the LCA metrics is depicted in Figures 10-12, 
where we obtain similar insights concerning burden shifting as in the reference scenario. 

Figure S9. Sensitivity analysis of the CCU to fossil-based petrochemicals ratio of the 

 design (expressed as a %) when varying the production expenditures of the 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

chemical production technologies individually. We split the technologies into three plots (a-c) 
for readability purposes.
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Figure S10. Sensitivity analysis of the individual impacts of the  design (expressed 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

as a ratio relative to the  performance) when varying the production expenditures of the 𝐵𝐴𝑈

chemical production technologies individually. We split the technologies into three plots 
(Figure S10-S12) for readability purposes. 
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Figure S11. Sensitivity analysis of the individual impacts of the  design (expressed 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

as a ratio relative to the  performance) when varying the production expenditures of the 𝐵𝐴𝑈

chemical production technologies individually. We split the technologies into three plots 
(Figure S10-S12) for readability purposes. 
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Figure S12. Sensitivity analysis of the individual impacts of the  design (expressed 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

as a ratio relative to the  performance) when varying the production expenditures of the 𝐵𝐴𝑈

chemical production technologies individually. We split the technologies into three plots 
(Figure S10-S12) for readability purposes. 
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Sensitivity 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡

Figure S13. Sensitivity analysis of the cost and environmental performance of the 
 design when varying uncertain parameters within a given interval. Each violin 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡

depicts the probability distribution of (a) the accompanying total cost for (b) the optimal 
 (expressed as a percentage) when uncertainty is considered. The violin's width 𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥

reflects the solutions' frequency (i.e. number of scenarios).

The analysis revealed that in terms of the total cost the influence of the LCOE, chemicals' 
production cost and the electrolyser efficiency follows a similar trend to that observed in the 

sensitivity of  (Figure S13a). In contrast to the minimum cost analysis, 6 out of the 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

9 uncertain blocks affect the system's cost only marginally. Regarding the BACKUP parameter, 
and the capacity factor and LCOE of power technologies, this behaviour arises mainly due to 
the allocation of different technologies in the backup reserves. At the same time, the effect of 
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the DAC's utilities is negligible since the capacity of CCU technologies is significantly lower in 

the  compared to . 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

Moving to the  in the same solution, we find that it is influenced significantly when varying 𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥

the electrolyser efficiency (ranging between -6.3 to 7.1% compared to the reference), while 
the heat and electricity consumption of the DAC process follows, with a negligible influence 
(~±1.0 and ~±0.2%, respectively). Regarding the remaining uncertainty blocks, we observe that 

the optimal  is not influenced by variations of the 6 (out of 9) uncertain parameters 𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥

(Figure S13b), since they are mainly related to economics rather than environmental 
performance. Besides, recall that we first optimise the transgression level and later post-process 

the solution to find the minimum cost for the optimal  value.𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥

Overall, when all uncertain parameters are varied simultaneously, the  value ranges 𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥

between -6.7 to +10% relative to the reference design. As before, we find that the total cost 
might lie within the range ±20.0%, with a higher frequency within a shorter interval (±5.0%).

Figure S14. Sensitivity analysis of the cost of the  design (expressed as a 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡

percentage) when varying the LCOE of power technologies individually.

Regarding the individual variation of the LCOE in  design (Figure S14), we observe 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡

a similar trend as in . Nonetheless, the wind offshore emerges as one of the most 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

critical technology, followed by bioenergy, hydropower reservoir, and nuclear. Finally, the 
sensitivity depicted in Figure S15, unlike Figure S5, shows a linear system response concerning 
production cost variations since the total cost is the secondary objective of .𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂
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Figure S15. Sensitivity analysis of the cost of the  design (expressed as a 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡

percentage) when varying the production expenditures of the chemical production 
technologies individually. We split the technologies into three plots (a-c) for readability 
purposes.
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2.5. Price elasticity of demand
Chemicals in the  solution are more expensive than in the , which could reduce 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂 𝐵𝐴𝑈

their demand based on the price elasticity of chemicals (Table 8), defined as follows: 

𝜀 = {         

∂𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑦
𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑦

∂𝑃𝑟𝑖𝑐𝑒
𝑃𝑟𝑖𝑐𝑒

                                                ,𝑖𝑓 𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠

𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑦2 ‒ 𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑦1

𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑦1
 

𝑃𝑟𝑖𝑐𝑒2 ‒ 𝑃𝑟𝑖𝑐𝑒1

𝑃𝑟𝑖𝑐𝑒1

=
% 𝑐ℎ𝑎𝑛𝑔𝑒 𝑖𝑛 𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑦

% 𝑐ℎ𝑎𝑛𝑔𝑒 𝑖𝑛 𝑃𝑟𝑖𝑐𝑒
       ,𝑖𝑓 𝑑𝑖𝑠𝑐𝑟𝑒𝑡𝑒 � (21)

Essential goods, i.e., bread, electricity, and gasoline, tend to be less elastic. In contrast, luxury 
goods tend to be more sensitive to price changes, i.e., electronics and restaurant meals.

Table 8 Values, classification, and meaning for the price elasticity of demand value42

Value  Classification Meaning

ε = 0 Perfectly inelastic 
The quantity demanded is entirely insensitive to the 
price.

0  < ε < -1 Inelastic Quantity demanded is relatively insensitive to price.

ε = -1 Unitary elastic 
A percentage increase in quantity demanded equals a 
percentage decrease in price.

-1  < ε < −∞ Elastic Quantity demanded is relatively sensitive to price.

Hence, more expensive routes are expected to lead to lower demands. While subsidies or a 
carbon tax could increase the economic appeal of a CO2-based chemical sector, the assumption 
of a constant final demand still needs to be evaluated. Therefore, in this section, we discuss 
the price-demand relation in the investigated designs. 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂 

Discussion
The price elasticity of consumer demand products can be quantified from real-world 
observations43,44 or through computable general equilibrium (CGE) models.45 One might 
assume that the chemical sector is relatively inelastic since it is a key driver of productivity and 
economic growth. Besides, chemicals are transformed into a myriad of essential products in 
everyday life. For example, a study estimated that nitrogen and phosphorus, in contrast to 
potash fertilisers, are inelastic.46 Furthermore, chemical production is also driven by the 
consumption of inelastic commodities, such as natural gas and crude oil.43,44 Notably, a CGE 
study based on Finnish households estimated that the price elasticity for chemicals ranges 
between -0.45 to -0.25,45 so they could be considered inelastic. 

To assess the inelastic behaviour assumption, we carry out a post optimal quantification of the 
demand response in the next section based on our calculations in each solution. We stress 
that, according to the ISO standards, the assumption of constant final demand is vital to 
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compare the alternative designs fairly, so price demand curves should not be modelled 
explicitly in CHEMZERO as they would lead to different demands depending on the costs.
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Regression of the price elasticity of demand

To perform our analysis, we first regress a demand function with real-world data to model the 
relationship between prices and demand of chemicals. Specifically, we follow here the work 
by J.C. B. Cooper44:

𝐷𝑡,𝑖 = 𝛼𝑖 ∙ 𝑃𝑟𝑖𝑐𝑒
𝛽𝑖
𝑡,𝑖 ∙ 𝐺𝐷𝑃

𝛾𝑖
𝑡 ∙ 𝐷

𝛿𝑖
𝑡 ‒ 1,𝑖,  ∀𝑡,𝑖 (22)

where  (expressed in Mt) and (expressed in $ t-1) are the demand and price of chemical  at 𝐷𝑡,𝑖  𝑃𝑟𝑖𝑐𝑒𝑡,𝑖 𝑖

year , respectively, while  is the per capita real world gross domestic product ( ) at year t, 𝑡 𝐺𝐷𝑃𝑡 𝐺𝐷𝑃

expressed in $ per person. Finally, and  are coefficients to be estimated based on the 𝛼, 𝛽, 𝛾, 𝛿

following real-world data spanning several years: (i) demand,47 (ii) prices,48 (iii) world GDP per 
capita,49 and (iv) inflation data.50 

Due to data gaps, we regress Eq. 22 by using methanol as a reference chemicals capturing the 
elasticity behaviour of the other chemicals. The latter parameters were regressed for the 
period , leading to the following values: 2011 ≤ 𝑡 ≤ 2021

𝐷𝑡,𝑖 = 𝑀𝑒𝑂𝐻 = 9.17 ∙ 10 ‒ 4𝑃𝑟𝑖𝑐𝑒 ‒ 0.14
𝑡,𝑖 = 𝑀𝑒𝑂𝐻𝐺𝐷𝑃0.92

𝑡 𝐷 0.85
𝑡 ‒ 1,𝑖 = 𝑀𝑒𝑂𝐻, ∀𝑡 ∈ [2011,2021] (23)

Notably, according to the original work, methanol could be considered relatively inelastic since 
the estimated short-run elasticity of demand is equal to , and the long-run elasticity 𝛽 =‒ 0.14

is .44 The latter values indicate a slow demand response in the short term, and 
𝛽

(1 ‒ 𝛿) =‒ 0.92

a more elastic response in the long term. Moreover, the short term elasticity close to zero 
highlights the difficulty of substituting the consumption within a short interval, while the long 
term one indicates that shifting to other alternatives within an adequate time horizon is more 
likely.

Validation based on the expected demand for methanol 
We then re-calculate the demand for methanol in 2050 using Eq. 23 and the expected  𝐵𝐴𝑈

price and  for 2050, and compare it with the original value we considered in the 𝐺𝐷𝑃

calculations (which was taken from an IEA22 report). Eq. 23 requires the demand for 2049, which 
we can estimate as follows:

𝐷𝑡 ‒ 1,𝑖 = 𝐷𝑡𝑟𝑒𝑓,𝑖

𝑡 ‒ 1

∏
𝑡' = 𝑡𝑟𝑒𝑓

[1 + 𝐺
𝑡',𝑖

],  ∀𝑡 ∈ [2011,2050],𝑖 (3)

where  is the demand for chemical  at the reference year , and  is the annual 
𝐷𝑡𝑟𝑒𝑓,𝑖 𝑖 𝑡𝑟𝑒𝑓 = 2010 𝐺𝑡,𝑖

growth rate of the demand for product  at year . 𝑖 𝑡

Based on the latter, the calculated methanol demand based on its price elasticity is 196.6 Mt, 
which is almost the same as the original value assumed in this study (196.9 Mt). This means 
that the elasticity model is rather accurate. 

Recalibration for the other chemicals 
The validated elasticity model might not be fully accurate for the remaining chemicals. Taking 
methanol as reference chemical, we assume that the elasticity parameters (  and ) and the 𝛽  𝛾
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productivity parameter ( ) are the same across chemicals, but re-calibrate the model to adjust 𝛿

parameter  for each of them. This is done using their expected final demand for 2050 and the 𝑎𝑖

 prices, obtaining a refined elasticity model for each of them. This model will be finally 𝐵𝐴𝑈

used to predict their demand from their production costs.
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Figure S16. Percentage change in demand for the  and  designs, 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡

recalculated considering prices elasticities.

Post-optimal analysis
Figure S16 depicts each product's percentage change in demand within the chemical system 

relative to the original value based on an inelastic behaviour. In , we observe 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

that ammonia production generates value by selling CO2 within the network for CCU. 
Therefore, the decrease in ammonia's price (shifting from plants that vent the CO2) will lead to 
a marginal increase in the expected demand (Figure S16). In contrast, the sharp transition to a 

Haber-Bosch process based on eH2 in  shows a converse trend due to the 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡

significant price increase. Regarding the organic chemicals, we observe that methanol 
experiences the most significant change in demand (8.0 – 13.6% demand reduction). The 
remaining products' demand changes much less, within the range of 0.4 – 4.6%, with 
terephthalic acid and ethylene at the lower and higher ends, respectively.

Overall, the assumption of constant final demand results in the overestimation of cost and 
impacts, yet demand changes are <14% in all the chemicals, and <5% in many of them. Finally, 
as mentioned earlier, subsidies could mitigate to some extent this change in demand. 
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2.6. Expanding the power technologies portfolio
In this section, we expand the portfolio of power technologies to include concentrated solar power, 
solar photovoltaics, and wind onshore integrated with a utility-scale battery (as described in Section 
1.3). 

Discussion
When adding the new technologies, the obtained chemical system designs are similar to the ones of 

the reference counterpart (Figure S17). Specifically, the cost of decreases by 0.2% 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑
𝑐𝑜𝑠𝑡

and its increases by 12.9% (8.24 vs. 7.30). This is due to the fact that the model decides to 𝑆𝑈𝑆𝑇𝑖𝑛𝑑𝑒𝑥 

(i) avoid nuclear power, (ii) generate power with solar photovoltaics integrated with utility-scale 
batteries, and (iii) doubling solar photovoltaic power without utility-scale batteries compared to the 
reference case (Figure S18). The latter changes lead to a power system with higher carbon footprint 
when compared to the reference case (−0.05 vs. −0.11 kgCO2eq kWh-1). Finally, in the sustainable 
solution, the cost increases slightly (+0.2%) while leading to a 2.3% decrease in the sustainability index 

(5.76 vs.  5.90). Nuclear power is almost halved in  and it is substituted with 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑
𝑠𝑢𝑠𝑡

concentrated solar power, while the carbon footprint of the power system is almost identical to that 
in the reference case (Figure S18). 

Figure S17. Total mass flows, gate-to-gate, within the chemical system of the two expanded optimal 
solutions. The objective function influences the technologies’ selection drastically. Both solutions 
reduce the mass of fossil-based feedstock (e.g., oil, coal, natural gas, and shale gas) and the direct 
CO2 emissions compared to the BAU. Furthermore, the optimal solutions offset the fossil-based 
emissions by utilising carbon-negative electricity (embodied in the eH2) and CO2 from air.
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Figure S18. Annual power generation and breakdown for the global anthropogenic activities in 2050, 
as forecasted in the world energy outlook, and power generation from the bespoke mixes of the 

 and  for the reference and expanded portfolio (primary axis) their 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡

respective carbon footprint (secondary axis).

Overall environmental performance
Figure S19 provides the transgression level and breakdown for the reference case and expanded 

portfolio. On the one hand, the  solution performs worse in 13 out of the 16 LCA 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑
𝑐𝑜𝑠𝑡

indicators when compared to , and better in energy resources depletion and ionising 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

radiation. On the other hand,  and  perform almost in the same way, 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑
𝑠𝑢𝑠𝑡 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡

except once again in energy resources depletion and ionising radiation impacts, whose transgression 
level diminishes by 6.9 and 33.6%, respectively. 

Life on land goal (SDG 3)
The cost-effective carbon-neutral design of the  portfolio worsens all metrics 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑

𝑐𝑜𝑠𝑡

related to SDG 3, with the non-cancer and cancer human toxicity impact being higher by 15.2 and 
13.8%, respectively (relative to ). Furthermore, the particulate matter and 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

photochemical ozone formation impact also increase (by 10.3 and 5.9%, respectively). Finally, 

 leads to a lower ionising radiation impact (by -49.4%) compared to its reference 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑
𝑐𝑜𝑠𝑡

counterpart. The latter behaviour occurs mainly due to the higher consumption of power within the 

system (12.5 vs. 10.3 PWh, see Figure S18). The  design shows a reduction in 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑
𝑠𝑢𝑠𝑡

ionising radiation impacts (by 33.6%), while worsening only slightly the other metrics linked to SDG 3. 
The non-cancer and cancer human toxicity is higher by 0.8 and 2.1%, while higher particulate matter 
and photochemical ozone formation impacts are also obtained (by 1.0 and 0.7%, respectively).

Life on land goal (SDG 6)
The  design performs worse than the reference base case in this SDG, leading to 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑

𝑐𝑜𝑠𝑡

10.5 and 14.4% higher water scarcity and freshwater ecotoxicity impact. Once more, we observe that 

 shows an almost identical SDG 6 performance when compared to .𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑
𝑠𝑢𝑠𝑡 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡



45

Climate action goal (SDG 13)
The expanded designs perform better in the energy resources depletion metric of the SDG 13 metrics 
while attaining the carbon neutrality target (by 11.7 and 6.3% for the minimum cost and sustainability 

index design, respectively). Moreover,  shows an almost 2.5-fold increase in ozone 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑
𝑐𝑜𝑠𝑡

depletion, while  reduces the impact of this metric by 11.7%.𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑
𝑠𝑢𝑠𝑡

Life on land goal (SDG 14)
The  design performs worse than the reference base case in this SDG. Besides, the 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑

𝑐𝑜𝑠𝑡

impact on freshwater and marine eutrophication is higher by 55.5 and 8.4%, respectively. In contrast, 

 provided a design which lowers both metrics when compared to its reference 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑
𝑠𝑢𝑠𝑡

counterpart (lower impact by 55.4 and 16.9%, following the same sequence as before)

Life below water goal (SDG 15)
The depletion of minerals and metals suffers significant burden-shifting in the  𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑

𝑐𝑜𝑠𝑡

relative to its reference counterpart (an almost 2-fold increase), and occupies 20.3% of the SOS. Even 
though the remaining categories of this SDG show higher impacts than the reference counterpart, 

their transgression levels are low (≤2.3% of the SOS). Notably, we observe that  𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑
𝑠𝑢𝑠𝑡

shows the same SDG 15 performance as .𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡

Chemical system design
In  the model leads to higher consumption of eH2 and CO2 from DAC relative to the 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑

𝑐𝑜𝑠𝑡

reference case, equal to 280.7 vs. 231.7 MtH2 and 1.5 vs. 1.2 GtCO2eq, respectively. The additional 
amount of the latter precursors leads to a higher substitution of olefins produced from the MTO 
process compared to  (87.7 vs. 75.0%). Moreover, the higher consumption of CO2 from 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡

the air in the expanded portfolio leads to a negative contribution of the net CO2 direct emissions, as 
depicted in the impacts breakdown of Figure S17 (utilised CO2 from air > CO2 directly emitted). 
Notably, a higher CO2 feedstock from the air is necessary because the power system's carbon footprint 
is significantly higher than that of the reference power mix (−0.05 vs. −0.11 vs. kgCO2eq kWh-1). Finally, 

the mass flow changes in the  are almost the same as those in the reference 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑
𝑠𝑢𝑠𝑡

counterpart.
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Figure S19. Transgression of the total safe operating space (SOS, i.e., maximum limit defined 
on the LCA metrics) for the BAU (brown area),  (blue area),  𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑐𝑜𝑠𝑡 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑠𝑢𝑠𝑡

(cyan area),  (red), and  (purple) solutions (top), and 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑
𝑐𝑜𝑠𝑡 𝐶𝐻𝐸𝑀𝑍𝐸𝑅𝑂𝑒𝑥𝑝𝑎𝑛𝑑𝑒𝑑

𝑠𝑢𝑠𝑡

breakdown of impacts for the latter systems (bottom). Furthermore, the environmental 
breakdown is presented based on 9 contributors, namely (1) net CO2 emissions, (2) 
particulate matter (<2.5μm) emissions, (3) nitrogen oxides emissions –where (1), (2), and (3) 
are emitted directly in the chemical processes–, (4) grid electricity –consumed directly in the 
conventional chemical processes–, (5) electricity from the CHEMZERO mix, mainly to 
generate eH2, (6) heat from natural gas, (7) heat from BECCS –both (6) and (7) are consumed 
directly in the chemical processes and DAC–, (8) cooling water –consumed directly in the 
chemical processes–, and (9) other activities, which include inputs of fossil-based resources 
(or inputs of other nature), and direct emissions to air and water that are not covered in the 
previously mentioned categories. 
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Carbon-negative power to produce carbon-neutral chemicals
For the sake of completion, we also provide in Figure S20 the merit curves for the designs with an 
expanded portfolio. The expanded portfolio designs lead to almost identical costs relative to their 
reference counterpart. 

Figure S20. Merit order of chemicals, indicating the CO2 avoidance cost (primary axis) of each chemical 
(bars) and the total chemical system (black arrow). In addition, we also demonstrate the forecasted 
removal cost, rather than the avoidance cost, for DACCS and BECCS (light orange and green arrow, 
respectively). We further provide the total cost (secondary axis) for the respective solution (red dash 
line) and the BAU (black dashed line) to meet the 2050’s annual avoidance target, equal to 4.0 Gt of 
CO2eq. The merit order depicts the sequence of the chemical’s appeal in the two solutions, replacing the 
fossil-based pathways entirely, or partially (hybrid), with their renewable alternative to attain a carbon-
neutral operation for the chemical system. 
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3. Model notation
Sets

𝑖 Product 𝑖

𝑗 Technology 𝑗

𝑑 Life cycle assessment indicator 𝑑

𝑠 Power source 𝑠

Variables

𝑃𝑖 Purchases of product 𝑖

𝑆𝑖 Sales of product 𝑖

𝑇𝐶 Total cost

𝑇𝐼𝑀𝑃𝑑 Total impact on life cycle assessment indicator 𝑑

𝑇𝑅𝑑 Transgression level on life cycle assessment indicator 𝑑

𝑇𝑃 Total generated power

𝑊𝑗 Production rate of technology 𝑗

𝐺𝑒𝑛𝑆𝑇
𝑗 Power generated by standard technology 𝑗

𝐺𝑒𝑛𝐵𝐴𝐶𝐾𝑈𝑃
𝑗 Power generated by backup technology 𝑗

𝐶𝐴𝑃𝑆𝑇
𝑗 Capacity of standard power technology 𝑗

𝐶𝐴𝑃𝐵𝐴𝐶𝐾𝑈𝑃
𝑗 Capacity of standard backup technology 𝑗

Parameters

𝜇𝑖𝑗 Consumption/production rate of product  with technology 𝑖 𝑗

𝑎𝑗𝑠 Indicator of power technology  which generates power with source 𝑗 𝑠

𝑐𝑡𝑗 Cost of technology 𝑗

𝑐𝑖 Cost of product 𝑖

𝐷𝑒𝑖 Demand of product 𝑖

𝑃𝑉𝑗 Production volume of technology 𝑗

𝐼𝑀𝑃𝑇𝑗𝑑 Impact of technology  in the life cycle assessment indicator 𝑗 𝑑
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𝐼𝑀𝑃𝑃𝑖𝑑 Impact of product  in the life cycle assessment indicator 𝑖 𝑑

𝑆𝑂𝑆𝑑 Carrying capacity in the life cycle assessment indicator 𝑑

𝐶𝐹𝑗 Capacity factor of power technology 𝑗

𝐶𝐴𝐴𝐺𝑅𝑠 Average compound annual growth rate for power technologies using source 
𝑠

𝐵𝐴𝐶𝐾𝑈𝑃 Energy system reliability parameter

𝐻 Annual operational hours

𝑇𝑒𝑐ℎ𝑃𝑜𝑡
𝑠 Global technical potential for generating power with source 𝑠

𝑀𝑖𝑥2021
𝑠 Global power generation in 2021 with source 𝑠

𝑀𝑖𝑥2050
𝑠 Global power generation in 2050 with source 𝑠
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