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1 Experimental data for acetate selectivity

1.1 Faradaic efficiency for acetate across different experimental studies

Figure S1: Faradaic efficiency (FE) for acetate against $U_{\text{SHE}}$. Each line represents an individual data set of same reaction conditions and is color-coded according to the electrolyte pH. The data is only adapted for CORR (reduction of CO) measurements from S1–S4. We only included CORR measurements since FEs of acetate are very low at low electrolyte pH usually found in CO$_2$RR where it is therefore not detected (see main text). The FE for acetate displays a U-shaped profile similar to the selectivity for acetate among the C$_2$ products (see main text).
### 1.2 Measurement data for CORR in a GDE/flow cell set up for Cu-μP at different KOH concentrations

Table S1: Measured data for CORR experiments on Cu-μP (1 μm Cu particles) at different KOH concentrations. Given are the potential $U$ in V vs RHE, the total current density $j_{\text{tot}}$ in mA cm$^{-2}$, and the Faradaic efficiencies for the measured products. The data corresponds to the Cu-μP data in Fig. 4b in the main text.

#### 0.5M KOH (pH=13.7)

<table>
<thead>
<tr>
<th>$U$ (V)</th>
<th>$j_{\text{tot}}$ (mA cm$^{-2}$)</th>
<th>$j_{\text{tot}}$ (mA cm$^{-2}$)</th>
<th>$H_2$ (%)</th>
<th>$CH_4$ (%)</th>
<th>$C_2H_4$ (%)</th>
<th>$AcO^-$ (%)</th>
<th>$EtOH$ (%)</th>
<th>$PrOH$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.54 ± 0.00</td>
<td>5.0</td>
<td>31.9 ± 2.7</td>
<td>0.0 ± 0.0</td>
<td>25.1 ± 1.8</td>
<td>5.3 ± 1.7</td>
<td>4.5 ± 0.6</td>
<td>6.5 ± 2.3</td>
<td></td>
</tr>
<tr>
<td>-0.61 ± 0.02</td>
<td>10.0</td>
<td>27.0 ± 2.1</td>
<td>0.0 ± 0.0</td>
<td>29.6 ± 2.5</td>
<td>9.7 ± 1.6</td>
<td>11.1 ± 2.2</td>
<td>7.1 ± 2.5</td>
<td></td>
</tr>
<tr>
<td>-0.68 ± 0.01</td>
<td>50.0</td>
<td>20.5 ± 3.0</td>
<td>0.8 ± 1.0</td>
<td>25.1 ± 1.8</td>
<td>16.4 ± 3.0</td>
<td>14.6 ± 2.3</td>
<td>4.9 ± 1.4</td>
<td></td>
</tr>
<tr>
<td>-0.72 ± 0.00</td>
<td>100.0</td>
<td>17.8 ± 1.3</td>
<td>3.1 ± 1.8</td>
<td>24.5 ± 1.4</td>
<td>21.6 ± 2.7</td>
<td>13.0 ± 1.6</td>
<td>4.4 ± 0.3</td>
<td></td>
</tr>
<tr>
<td>-0.74 ± 0.01</td>
<td>200.0</td>
<td>20.5 ± 2.3</td>
<td>8.4 ± 2.3</td>
<td>22.1 ± 1.0</td>
<td>23.5 ± 1.7</td>
<td>9.9 ± 0.1</td>
<td>2.9 ± 0.5</td>
<td></td>
</tr>
<tr>
<td>-0.76 ± 0.02</td>
<td>300.0</td>
<td>20.7 ± 1.3</td>
<td>12.4 ± 2.5</td>
<td>18.9 ± 1.0</td>
<td>25.4 ± 2.3</td>
<td>8.3 ± 1.5</td>
<td>2.0 ± 0.5</td>
<td></td>
</tr>
</tbody>
</table>

#### 1.0M KOH (pH=14.0)

<table>
<thead>
<tr>
<th>$U$ (V)</th>
<th>$j_{\text{tot}}$ (mA cm$^{-2}$)</th>
<th>$j_{\text{tot}}$ (mA cm$^{-2}$)</th>
<th>$H_2$ (%)</th>
<th>$CH_4$ (%)</th>
<th>$C_2H_4$ (%)</th>
<th>$AcO^-$ (%)</th>
<th>$EtOH$ (%)</th>
<th>$PrOH$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.52 ± 0.01</td>
<td>5.0</td>
<td>31.6 ± 3.5</td>
<td>0.0 ± 0.0</td>
<td>23.6 ± 1.0</td>
<td>7.8 ± 1.8</td>
<td>3.1 ± 1.9</td>
<td>3.2 ± 1.9</td>
<td></td>
</tr>
<tr>
<td>-0.57 ± 0.01</td>
<td>10.0</td>
<td>28.7 ± 4.4</td>
<td>0.0 ± 0.0</td>
<td>24.4 ± 2.2</td>
<td>13.2 ± 4.9</td>
<td>10.2 ± 3.3</td>
<td>10.6 ± 1.4</td>
<td></td>
</tr>
<tr>
<td>-0.64 ± 0.02</td>
<td>50.0</td>
<td>18.2 ± 0.9</td>
<td>0.0 ± 0.0</td>
<td>23.5 ± 0.6</td>
<td>19.3 ± 1.2</td>
<td>15.1 ± 0.8</td>
<td>5.6 ± 0.5</td>
<td></td>
</tr>
<tr>
<td>-0.67 ± 0.02</td>
<td>100.0</td>
<td>18.4 ± 1.9</td>
<td>1.3 ± 2.2</td>
<td>24.3 ± 0.6</td>
<td>21.5 ± 2.4</td>
<td>13.6 ± 1.4</td>
<td>4.1 ± 0.4</td>
<td></td>
</tr>
<tr>
<td>-0.69 ± 0.01</td>
<td>200.0</td>
<td>19.1 ± 0.8</td>
<td>3.3 ± 2.7</td>
<td>21.6 ± 1.7</td>
<td>28.9 ± 1.2</td>
<td>10.3 ± 1.7</td>
<td>3.1 ± 0.6</td>
<td></td>
</tr>
<tr>
<td>-0.71 ± 0.01</td>
<td>300.0</td>
<td>24.5 ± 2.6</td>
<td>6.9 ± 4.0</td>
<td>18.5 ± 2.1</td>
<td>29.2 ± 6.7</td>
<td>9.7 ± 2.0</td>
<td>1.8 ± 0.8</td>
<td></td>
</tr>
<tr>
<td>-0.74 ± 0.00</td>
<td>500.0</td>
<td>25.5 ± 0.0</td>
<td>8.0 ± 0.0</td>
<td>22.1 ± 0.0</td>
<td>29.7 ± 0.0</td>
<td>8.6 ± 0.0</td>
<td>1.2 ± 0.0</td>
<td></td>
</tr>
</tbody>
</table>

#### 2.0M KOH (pH=14.3)

<table>
<thead>
<tr>
<th>$U$ (V)</th>
<th>$j_{\text{tot}}$ (mA cm$^{-2}$)</th>
<th>$j_{\text{tot}}$ (mA cm$^{-2}$)</th>
<th>$H_2$ (%)</th>
<th>$CH_4$ (%)</th>
<th>$C_2H_4$ (%)</th>
<th>$AcO^-$ (%)</th>
<th>$EtOH$ (%)</th>
<th>$PrOH$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.50 ± 0.00</td>
<td>5.0</td>
<td>22.2 ± 3.2</td>
<td>0.0 ± 0.0</td>
<td>25.4 ± 1.4</td>
<td>19.7 ± 3.2</td>
<td>4.0 ± 1.3</td>
<td>4.6 ± 4.5</td>
<td></td>
</tr>
<tr>
<td>-0.55 ± 0.02</td>
<td>10.0</td>
<td>20.4 ± 1.2</td>
<td>0.0 ± 0.0</td>
<td>27.9 ± 0.3</td>
<td>17.6 ± 3.3</td>
<td>9.8 ± 2.0</td>
<td>4.9 ± 4.5</td>
<td></td>
</tr>
<tr>
<td>-0.62 ± 0.01</td>
<td>50.0</td>
<td>15.1 ± 0.2</td>
<td>0.0 ± 0.0</td>
<td>23.5 ± 1.7</td>
<td>28.6 ± 5.6</td>
<td>13.2 ± 2.2</td>
<td>4.1 ± 0.6</td>
<td></td>
</tr>
<tr>
<td>-0.64 ± 0.00</td>
<td>100.0</td>
<td>14.7 ± 0.6</td>
<td>0.0 ± 0.0</td>
<td>21.4 ± 2.8</td>
<td>36.3 ± 6.1</td>
<td>12.6 ± 1.2</td>
<td>3.7 ± 0.3</td>
<td></td>
</tr>
<tr>
<td>-0.67 ± 0.00</td>
<td>200.0</td>
<td>17.0 ± 1.0</td>
<td>1.8 ± 1.3</td>
<td>19.8 ± 2.0</td>
<td>37.1 ± 4.4</td>
<td>10.1 ± 1.9</td>
<td>2.6 ± 0.3</td>
<td></td>
</tr>
<tr>
<td>-0.68 ± 0.00</td>
<td>300.0</td>
<td>20.0 ± 1.4</td>
<td>3.9 ± 1.4</td>
<td>18.6 ± 2.0</td>
<td>35.0 ± 3.6</td>
<td>8.7 ± 1.1</td>
<td>2.0 ± 0.3</td>
<td></td>
</tr>
<tr>
<td>-0.70 ± 0.00</td>
<td>500.0</td>
<td>19.4 ± 6.6</td>
<td>8.9 ± 3.0</td>
<td>18.7 ± 2.1</td>
<td>30.9 ± 3.8</td>
<td>8.7 ± 0.9</td>
<td>1.7 ± 0.4</td>
<td></td>
</tr>
</tbody>
</table>
1.3 Measurement data for CORR in a GDE/flow cell set up for Cu-µP, Cu-50nmP, and Cu-25nmP at different catalyst loadings

Table S2: Measured data for CORR experiments on Cu-µP (1 µm Cu particles) at different catalyst loadings. Given are the potential $U$ in V vs RHE, the total current density $j_{\text{tot}}$ in mA cm$^{-2}$, and the Faradaic efficiencies for the measured products. The data corresponds to the data in Fig. 5b and S4 in the main text and SI, respectively. Note, that in comparison to Cu-50nmP, and Cu-25nmP a low loading of 0.3 mg cm$^{-2}$ was practically difficult to realize due to high overpotentials.

<table>
<thead>
<tr>
<th>$U$</th>
<th>$j_{\text{tot}}$</th>
<th>Faradaic efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$H_2$</td>
</tr>
<tr>
<td>loading = 0.5 mg cm$^{-2}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.59</td>
<td>10.0</td>
<td>20.0</td>
</tr>
<tr>
<td>-0.68</td>
<td>50.0</td>
<td>14.1</td>
</tr>
<tr>
<td>-0.71</td>
<td>100.0</td>
<td>20.1</td>
</tr>
<tr>
<td>-0.73</td>
<td>150.0</td>
<td>23.8</td>
</tr>
<tr>
<td>-0.74</td>
<td>200.0</td>
<td>27.6</td>
</tr>
<tr>
<td>loading = 1.0 mg cm$^{-2}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.52</td>
<td>5.0</td>
<td>31.6</td>
</tr>
<tr>
<td>-0.57</td>
<td>10.0</td>
<td>28.7</td>
</tr>
<tr>
<td>-0.64</td>
<td>50.0</td>
<td>18.2</td>
</tr>
<tr>
<td>-0.67</td>
<td>100.0</td>
<td>18.4</td>
</tr>
<tr>
<td>-0.69</td>
<td>200.0</td>
<td>19.1</td>
</tr>
<tr>
<td>-0.71</td>
<td>300.0</td>
<td>24.5</td>
</tr>
<tr>
<td>-0.74</td>
<td>500.0</td>
<td>25.5</td>
</tr>
<tr>
<td>loading = 1.5 mg cm$^{-2}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.53</td>
<td>10.0</td>
<td>25.2</td>
</tr>
<tr>
<td>-0.61</td>
<td>50.0</td>
<td>16.1</td>
</tr>
<tr>
<td>-0.65</td>
<td>100.0</td>
<td>15.9</td>
</tr>
<tr>
<td>-0.67</td>
<td>200.0</td>
<td>21.7</td>
</tr>
<tr>
<td>-0.69</td>
<td>300.0</td>
<td>22.9</td>
</tr>
<tr>
<td>-0.71</td>
<td>500.0</td>
<td>34.6</td>
</tr>
</tbody>
</table>
Table S3: Measured data for CORR experiments on Cu-50nmP (40-60 nm Cu particles) at different catalyst loadings. Given are the potential $U$ in V vs RHE, the total current density $j_{\text{tot}}$ in mA cm$^{-2}$, and the Faradaic efficiencies for the measured products. The data corresponds to the data in Fig. S4.

<table>
<thead>
<tr>
<th>Cu-50nmP</th>
<th>Faradaic efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$U$</td>
</tr>
<tr>
<td>loading = 0.3 mg cm$^{-2}$</td>
<td></td>
</tr>
<tr>
<td>-0.51</td>
<td>10.0</td>
</tr>
<tr>
<td>-0.60</td>
<td>50.0</td>
</tr>
<tr>
<td>-0.62</td>
<td>100.0</td>
</tr>
<tr>
<td>-0.65</td>
<td>200.0</td>
</tr>
<tr>
<td>-0.67</td>
<td>400.0</td>
</tr>
<tr>
<td>-0.69</td>
<td>600.0</td>
</tr>
<tr>
<td>loading = 0.5 mg cm$^{-2}$</td>
<td></td>
</tr>
<tr>
<td>-0.50</td>
<td>10.0</td>
</tr>
<tr>
<td>-0.59</td>
<td>50.0</td>
</tr>
<tr>
<td>-0.61</td>
<td>100.0</td>
</tr>
<tr>
<td>-0.63</td>
<td>300.0</td>
</tr>
<tr>
<td>-0.65</td>
<td>500.0</td>
</tr>
<tr>
<td>loading = 1.0 mg cm$^{-2}$</td>
<td></td>
</tr>
<tr>
<td>-0.46</td>
<td>10.0</td>
</tr>
<tr>
<td>-0.54</td>
<td>50.0</td>
</tr>
<tr>
<td>-0.56</td>
<td>100.0</td>
</tr>
<tr>
<td>-0.58</td>
<td>300.0</td>
</tr>
<tr>
<td>-0.61</td>
<td>500.0</td>
</tr>
<tr>
<td>-0.63</td>
<td>700.0</td>
</tr>
<tr>
<td>loading = 1.5 mg cm$^{-2}$</td>
<td></td>
</tr>
<tr>
<td>-0.42</td>
<td>10.0</td>
</tr>
<tr>
<td>-0.53</td>
<td>50.0</td>
</tr>
<tr>
<td>-0.55</td>
<td>100.0</td>
</tr>
<tr>
<td>-0.56</td>
<td>200.0</td>
</tr>
<tr>
<td>-0.57</td>
<td>300.0</td>
</tr>
<tr>
<td>-0.59</td>
<td>500.0</td>
</tr>
</tbody>
</table>
Table S4: Measured data for CORR experiments on Cu-25nmP (25 nm Cu particles) at different catalyst loadings. Given are the potential $U$ in V vs RHE, the total current density $j_{\text{tot}}$ in mA cm$^{-2}$, and the Faradaic efficiencies for the measured products. The data corresponds to the data in Fig. 5b and S4 in the main text and SI, respectively.

<table>
<thead>
<tr>
<th>Cu-25nmP</th>
<th>Faradaic efficiency (%)</th>
<th>$U$</th>
<th>$j_{\text{tot}}$</th>
<th>$H_2$</th>
<th>CH$_4$</th>
<th>C$_2$H$_4$</th>
<th>AcO$^-$</th>
<th>EtOH</th>
<th>PrOH</th>
</tr>
</thead>
<tbody>
<tr>
<td>loading = 0.3 mg cm$^{-2}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.50</td>
<td>10.0</td>
<td>21.0</td>
<td>0.0</td>
<td>26.8</td>
<td>9.2</td>
<td>12.1</td>
<td>18.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.59</td>
<td>50.0</td>
<td>14.6</td>
<td>0.0</td>
<td>28.0</td>
<td>13.8</td>
<td>19.0</td>
<td>8.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.62</td>
<td>100.0</td>
<td>11.8</td>
<td>0.0</td>
<td>27.1</td>
<td>17.9</td>
<td>20.8</td>
<td>5.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.64</td>
<td>200.0</td>
<td>23.2</td>
<td>5.7</td>
<td>20.3</td>
<td>20.0</td>
<td>18.5</td>
<td>2.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.67</td>
<td>300.0</td>
<td>33.3</td>
<td>7.9</td>
<td>16.4</td>
<td>17.0</td>
<td>14.4</td>
<td>2.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>loading = 0.5 mg cm$^{-2}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.46</td>
<td>10.0</td>
<td>41.2</td>
<td>0.0</td>
<td>15.4</td>
<td>8.7</td>
<td>8.1</td>
<td>13.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.55</td>
<td>50.0</td>
<td>20.8</td>
<td>0.0</td>
<td>21.1</td>
<td>9.6</td>
<td>12.8</td>
<td>15.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.58</td>
<td>100.0</td>
<td>14.2</td>
<td>0.0</td>
<td>24.0</td>
<td>12.1</td>
<td>14.5</td>
<td>11.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.63</td>
<td>300.0</td>
<td>13.5</td>
<td>0.0</td>
<td>29.3</td>
<td>18.2</td>
<td>21.7</td>
<td>8.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.66</td>
<td>500.0</td>
<td>11.2</td>
<td>0.0</td>
<td>33.8</td>
<td>20.4</td>
<td>24.5</td>
<td>6.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.68</td>
<td>700.0</td>
<td>17.8</td>
<td>0.5</td>
<td>32.6</td>
<td>19.8</td>
<td>20.6</td>
<td>4.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>loading = 1.0 mg cm$^{-2}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.37</td>
<td>5.0</td>
<td>7.3</td>
<td>0.0</td>
<td>7.3</td>
<td>12.7</td>
<td>8.1</td>
<td>5.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.42</td>
<td>10.0</td>
<td>23.2</td>
<td>0.0</td>
<td>17.4</td>
<td>7.5</td>
<td>8.1</td>
<td>19.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.53</td>
<td>50.0</td>
<td>25.1</td>
<td>0.0</td>
<td>21.4</td>
<td>7.6</td>
<td>9.6</td>
<td>15.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.57</td>
<td>150.0</td>
<td>15.5</td>
<td>0.0</td>
<td>26.2</td>
<td>10.4</td>
<td>15.6</td>
<td>13.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.60</td>
<td>300.0</td>
<td>8.8</td>
<td>0.0</td>
<td>28.1</td>
<td>15.4</td>
<td>17.7</td>
<td>9.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.63</td>
<td>500.0</td>
<td>6.8</td>
<td>0.0</td>
<td>34.2</td>
<td>10.6</td>
<td>24.2</td>
<td>9.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.66</td>
<td>800.0</td>
<td>7.0</td>
<td>0.0</td>
<td>36.6</td>
<td>12.6</td>
<td>25.3</td>
<td>6.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>loading = 1.5 mg cm$^{-2}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.40</td>
<td>10.0</td>
<td>15.7</td>
<td>0.0</td>
<td>15.5</td>
<td>9.8</td>
<td>12.1</td>
<td>19.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.49</td>
<td>50.0</td>
<td>18.8</td>
<td>0.0</td>
<td>21.6</td>
<td>7.5</td>
<td>11.2</td>
<td>18.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.54</td>
<td>100.0</td>
<td>17.3</td>
<td>0.0</td>
<td>25.3</td>
<td>9.6</td>
<td>14.5</td>
<td>16.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.58</td>
<td>300.0</td>
<td>10.2</td>
<td>0.0</td>
<td>28.0</td>
<td>14.2</td>
<td>21.6</td>
<td>14.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.61</td>
<td>500.0</td>
<td>8.6</td>
<td>0.0</td>
<td>33.1</td>
<td>13.4</td>
<td>20.9</td>
<td>9.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.64</td>
<td>800.0</td>
<td>6.5</td>
<td>0.0</td>
<td>37.5</td>
<td>10.1</td>
<td>19.5</td>
<td>7.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-0.66</td>
<td>1000.0</td>
<td>10.0</td>
<td>0.0</td>
<td>42.5</td>
<td>11.4</td>
<td>18.8</td>
<td>6.4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
1.4 Electrochemical surface & roughness characterization

Figure S2: Scanning electron microscope (SEM) images of the commercial Cu-\(\mu\)P (1 \(\mu\)m Cu particles, left), Cu-50nmP (40-60 nm Cu particles, center), and Cu-25nmP (25 nm Cu particles, right) used for the pH and loading experiments, respectively, in this work. It can clearly be seen that Cu-\(\mu\)P diameters are few hundred nm wide while Cu-50nmP and Cu-25nmP show significantly lower diameters. For the characterization of other samples which have been used as comparison in the pH experiments (OD-Cu and Cu-NS) we refer to S1 and S2, respectively.

Figure S3: Measurements of the double layer capacitance for Cu-\(\mu\)P (orange), Cu-50nmP (green), and Cu-25nmP (red) dropcast on Toray Paper. The capacitance is determined from cyclic voltammograms (CVs) conducted in an inert gas-purged H-cell. During the CVs, the current density defining the double layer charging is obtained at different scan rates within a potential range where adsorption, desorption or Faradaic processes are absent.
Table S5: Measured specific double layer capacitance $C_{dl}$ and roughness factors $R_f$ for Cu-µP, Cu-50nmP, and Cu-25nmP on Toray paper (Toray). Additionally, to the data measured in this work we show $R_f$ for Cu-NS and OD-Cu used in the pH measurements as taken from S1, S2 measured in a GDE. We also display $\tilde{R}_f$ as the mass loading normalized $R_f$. $R_f$ was determined in this work on Toray paper which leads to a more reliable estimate. Toray paper is very planar and allows for a more homogeneous distribution of particles where the lower loading on Toray is comparable in particle density to the high surface area GDE substrate. We note that we compared $R_f$ values determined on GDE data which generally lead to similar results which, however, were not well reproducible.

<table>
<thead>
<tr>
<th>Substrate</th>
<th>Loading (mg cm$^{-2}$)</th>
<th>$C_{dl}$ (µF cm$^{-2}$)</th>
<th>$R_f$</th>
<th>$\tilde{R}_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu foil</td>
<td>-</td>
<td>37.8</td>
<td>1.0</td>
<td>-</td>
</tr>
<tr>
<td>Cu-µP</td>
<td>Toray</td>
<td>50.18</td>
<td>1.3</td>
<td>13.0</td>
</tr>
<tr>
<td>Cu-50nmP</td>
<td>Toray</td>
<td>85.65</td>
<td>2.3</td>
<td>23</td>
</tr>
<tr>
<td>Cu-25nmP</td>
<td>Toray</td>
<td>237.21</td>
<td>6.3</td>
<td>63</td>
</tr>
<tr>
<td>Cu-NS$^{S2}$</td>
<td>GDE</td>
<td>5.0</td>
<td>5.0</td>
<td>10.0</td>
</tr>
<tr>
<td>OD-Cu$^{S1}$</td>
<td>GDE</td>
<td>65.2</td>
<td>-</td>
<td>65.2</td>
</tr>
</tbody>
</table>
1.5 Loading experiments for CORR in a GDE/flow cell in alkaline conditions

Figure S4: Acetate selectivity among all C₂ products $S_{Ac^-}^{C_2}$ against $U_{SHE}$ obtained from the loading experiments for Cu-$\mu$P (top left, green), Cu-50nmP (top right, blue), and Cu-25nmP catalysts (bottom left, orange). The different loadings are color coded as shown in the color bar. The average $S_{Ac^-}^{C_2}$ for each catalyst is shown on the bottom right. The mean $S_{Ac^-}^{C_2}$ reproduces the expected acetate selectivities according to the measured catalyst’s roughness (with $\rho$(Cu-$\mu$P) $<$ $\rho$(Cu-50nmP) $<$ $\rho$(Cu-25nmP), see Tab. S5). It can be seen that for Cu-$\mu$P and Cu-50nmP, $S_{Ac^-}^{C_2}$ is unaffected by the catalyst loading. The selectivities track each other closely. In contrast to this, $S_{Ac^-}^{C_2}$ varies strongly different loadings of Cu-25nmP which becomes very obvious at high overpotentials. High loadings thereby favor other C₂ products which indicates that a high microscopic roughening occurs due to particle overlap. We note, that this roughening on a microscopic length scale is still accompanied by a macroscopically lowered surface area due to the particle overlap (see above Tab. S5). This particle size dependent loading effect agrees with the predicted selectivity influencing microscopic length scales (see main text).
Figure S5: Geometric (left) and mass normalized (right) total current densities against $U_{\text{SHE}}$ for Cu-$\mu$P (top), Cu-50nmP (center), and Cu-25nmP (bottom) catalysts at different catalyst loadings. The geometric currents obtained from different catalyst loadings overlap after mass normalization which indicates a consistent electrochemical mass activity.
Figure S6: Mass-normalized partial current densities against U_{SHE} for all products measured during the loading experiments for Cu-µP. It can clearly be seen, that the mass-normalized currents of all products overlap with only minor deviation indicating no obvious loading effects on the general product distribution.
Figure S7: Mass-normalized partial current densities against $U_{\text{SHE}}$ for all products measured during the loading experiments for Cu-50nmP. It can clearly be seen, that the mass-normalized currents of all products overlap with only minor deviation indicating no obvious loading effects on the general product distribution.
Figure S8: Mass-normalized partial current densities against $U_{\text{SHE}}$ for all products measured during the loading experiments for Cu-25nmP. We note, that Methane could not be reliably detected in the setup for Cu-25nmP. The mass-normalized currents of most products overlap with only minor deviation indicating. A stronger deviation is only obvious for acetate and n-propanol.
2 Details of DFT calculations

All adsorption thermodynamics were computed with GPAW\textsuperscript{S5,S6} using the BEEF-vdW\textsuperscript{S7} exchange-correlation functional. In GPAW the potential and wave functions are represented on a real space grid with a grid spacing of 0.18 Å and a Fermi temperature of 0.1 K. For the solvated jellium model (SJM), the counter charge starts 3 Å above the explicit atoms, and its thickness has been set to 3 Å. The parameters defining the implicit solvent were chosen in accordance with the optimized values of Held and Walter,\textsuperscript{S8} namely $u_0 = 0.18$ eV, $\gamma = 18.4$ dyn cm$^{-1}$, $T = 298$ K, $\epsilon_{\text{inf}} = 78.36$. The applied van der Waals radii are based on the determined values of Bondi.\textsuperscript{S9} The electronic structure was converged until a total energy difference of $10^{-5}$ eV. We treated the solid/liquid interface via a hybrid explicit/implicit solvation scheme.\textsuperscript{S10} We used the computational hydrogen electrode (CHE) to reference electrochemical reaction thermodynamics.\textsuperscript{S11} To mitigate systematic DFT errors of the C=O double bond and the H$_2$ molecule, we applied the corrections by Christensen \textit{et al.}\textsuperscript{S12} We obtained free energies following the ideal gas law for gas phase species and the harmonic oscillator model for adsorbates, respectively.\textsuperscript{S13} To obtain the most stable adsorption sites for all surface adsorbates, we conducted a thorough sampling of their symmetrically inequivalent adsorption configurations using the package CatKit.\textsuperscript{S14} Geometries were optimized until a force convergence of 0.05 eV/Å. The ketene desorption barriers where calculated via “dynamic” climbing-image nudged-elastic-band (CI-NEB) calculations with a convergence of the forces on the climbing image of 0.05 eV/Å. To represent the different Cu facets, we used slab models with supercells of the sizes 3×4, 4×3, 2×3, and 1×4 and thicknesses of 4, 5, 9, and 4 atom layers for Cu(111), Cu(100), Cu(110), and Cu(211), respectively. We applied a vacuum spacing of 12 Å on each side to avoid interactions across periodic images. The Brillouin zone was sampled via a 4×3×1, 3×4×1, 3×4×1, and 4×3×1 Monkhorst-Pack grid,\textsuperscript{S15} respectively. For handling of atomic structures, geometry optimizations, vibration calculations and “dynamic” climbing-image nudged-elastic-band (CI-NEB)\textsuperscript{S16} calculations the Atomic Simulation Environment (ASE) package\textsuperscript{S17} was used.
The grand canonical PCET barriers where computed using the solvated jellium model (SJM) \(^{10,18}\) as implemented in GPAW \(^{5,6}\) including an explicit water layer and an implicit solvent. \(\text{H}_2\text{O}\) was chosen as the proton donor according to alkaline conditions. We note that the calculations of electrochemical barriers still bear some uncertainties\(^{19,20}\) and only serve as an estimate in this work.

3 Discussion of computed reaction barriers

3.1 Electrochemical barriers for the reduction towards and of \(\text{H}_2\text{CCO}^*\)

We investigated the electrochemical barriers for the reduction of \(\text{HCCO}^*\) and \(\text{H}_2\text{CCO}^*\) on \(\text{Cu}(111), \text{Cu}(100), \text{Cu}(110),\) and \(\text{Cu}(211)\) which constitute the PCET steps around the SDS of acetate. The potential dependence of these barriers is depicted in Fig. S9 and numerical values are given in Tab. S6. The barriers have been computed with an alkaline proton donor (\(\text{H}_2\text{O}\) as donor). We note that we handle these barriers as tentative and only trend-indicating. This is due to the reason that a reliable calculation of electrochemical barriers is still considered challenged due to uncertainties in computational schemes and necessary simplifications of the models.\(^{19,20}\) However, we emphasize that the calculation of alkaline PCET barriers is only made possible by applying a grandcanonical model. This uncertainty is less critical for the computed (chemical) desorption barriers for \(\text{H}_2\text{CCO}^*\) which are also listed in Tab. S6 and discussed below in Sec. 5.6.

For the reduction of \(\text{HCCO}^*\) we observe that the reaction to \(\text{H}_2\text{CCO(aq)}\), consisting of a simultaneous reduction and desorption, is favored at least at low over potentials on all investigated facets as seen in Fig. S9. This simultaneous process is quite surprising and we hypothesize that it is favored since the direct protonation of the terminal carbon atom is sterically hindered and a desorption of a charged \(\text{HCCO}^-\) molecule is therefore energetically more feasible. The alternative intermediate \(\text{HCCHO}^*\) is always less favored which is curious as it is actually more stable than \(\text{H}_2\text{CCO}^*\) on all facets. The barrier
Figure S9: Potential dependence of the free energy barriers computed using SJM\textsuperscript{S10} (see methods). Depicted are the barriers for the reduction of the HCCO\textsuperscript{*} (left) and H\textsubscript{2}CCO\textsuperscript{*} (right) intermediate with protonation of the terminal C (blue), central C (lightblue), and O (red) on Cu(100), Cu(111), Cu(110), and Cu(211) (from top to bottom).

towards this product which involves breaking the C=C=O conjugated double bond system is very high, making this product unlikely. The other alternative intermediate HCCOH\textsuperscript{*} gives an indistinct trend. In the stepped surfaces Cu(110) and Cu(211) the barrier is very high due to an unfavorable HCCOH\textsuperscript{*} intermediate (which spontaneously deprotonates on Cu(110) in presence of explicit water including an OH\textsuperscript{−}). On the terrace sites Cu(100) and Cu(111) it appears that the barrier to HCCOH\textsuperscript{*} is close to the one of H\textsubscript{2}CCO(aq). Due to a higher charge transfer coefficient the reduction barrier to HCCOH\textsuperscript{*} stabilizes faster with potential which leads to HCCOH\textsuperscript{*} becoming more probable than H\textsubscript{2}CCO(aq) at very high potentials. From our simulations we cannot determine at what potential this competition leads to relevant divergence from the ketene pathway. As discussed in the main text, this competition is, however, most likely only relevant at very high potentials where ethylene appears to decouple from acetate and ethanol. We note, that this effect is likely facet dependent.\textsuperscript{S21,S22}

The reduction of H\textsubscript{2}CCO\textsuperscript{*} shows very different trends on the different facets. We find Cu(100) to favor H\textsubscript{2}CCHO\textsuperscript{*} and H\textsubscript{3}CCO, Cu(111) to favor H\textsubscript{3}CCO\textsuperscript{*} and H\textsubscript{2}CCOH\textsuperscript{*}, Cu(110)
Table S6: Free energy barriers computed for this work in eV. The adsorption and desorption barriers of H$_2$CCO (Δ$G^4_{H_2CCO(aq)\rightarrow H_2CCO^*}$ and Δ$G^4_{H_2CCO^*\rightarrow H_2CCO(aq)}$) have been computed without potential dependence. All other barriers have been computed using SJM$^{810}$ (see methods) and values of Δ$G^4_X$ are shown for -1.32 V vs. SHE (-0.5 V vs. RHE at pH=14).

<table>
<thead>
<tr>
<th></th>
<th>Cu(100)</th>
<th>Cu(111)</th>
<th>Cu(110)</th>
<th>Cu(211)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δ$G^4_{H_2CCO(aq)\rightarrow H_2CCO^*}$</td>
<td>0.77</td>
<td>1.05</td>
<td>1.00</td>
<td>0.52</td>
</tr>
<tr>
<td>Δ$G^4_{H_2CCO^*\rightarrow H_2CCO(aq)}$</td>
<td>0.36</td>
<td>0.20</td>
<td>0.37</td>
<td>0.21</td>
</tr>
<tr>
<td>Δ$G^4_{HCCO^*\rightarrow H_2CCO(aq)}$</td>
<td>0.30</td>
<td>0.52</td>
<td>0.43</td>
<td>0.66</td>
</tr>
<tr>
<td>Δ$G^4_{HCCO^<em>\rightarrow HCCCHO^</em>}$</td>
<td>0.66</td>
<td>0.59</td>
<td>0.65</td>
<td>0.89</td>
</tr>
<tr>
<td>Δ$G^4_{HCCO^<em>\rightarrow HCCOH^</em>}$</td>
<td>0.52</td>
<td>0.60</td>
<td>-</td>
<td>1.47</td>
</tr>
<tr>
<td>Δ$G^4_{HCCO^*\rightarrow H_2CCO(aq)}$</td>
<td>0.45</td>
<td>0.51</td>
<td>0.54</td>
<td>0.80</td>
</tr>
<tr>
<td>Δ$G^4_{HCCO^<em>\rightarrow H_2CCHO^</em>}$</td>
<td>0.34</td>
<td>-</td>
<td>0.45</td>
<td>0.55</td>
</tr>
<tr>
<td>Δ$G^4_{HCCO^<em>\rightarrow H_2CCOH^</em>}$</td>
<td>0.67</td>
<td>0.50</td>
<td>0.47</td>
<td>0.39</td>
</tr>
</tbody>
</table>

all possible PCET steps almost equally and Cu(211) to clearly favor H$_2$CCOH* (see Fig. S9).

The most likely reduction reactions on the different facets show a β close to 0.5 (0.45-0.52) with the exception of Cu(111) where a β of 0.33 for HCCO* → H$_2$CCO(aq) is found. In our microkinetic model (see Sec. 5.1) where we employ Cu(100) energetics we therefore use an effective beta of 0.5 due to the possible uncertainty in the detailed betas from our constant potential simulations.

### 3.2 Reaction barrier for the surface hydrolysis of ketene to acetate

As further discussed in the main text we assume that the OH$^-$ catalyzed hydrolysis of ketene to acetate occurs in solution. Alternatively, this step could be imagined to occur on the electrode surface. However, OH$^-$ would need to perform a nucleophilic attack on H$_2$CCO while the electrode surface is negatively charged / at negative potentials. This reaction could then only occur as a chemical step since electrochemically, it would be an oxidation.

To estimate the feasibility of this reaction we perform a CI-NEB calculation on Cu(100). We apply an external potential at -1.5 V vs. SHE to stabilize the OH$^-$ molecule in our
Figure S10: CI-NEB band for the surface hydrolysis of adsorbed ketene (H₂CCO) at -1.5 V vs. SHE. The band depicts the latter part of the complex hydrolysis step (see text) where OH⁻ adds to H₃CCO* and gets deprotonated. Shown are the electronic energies as found during the CI-NEB search.

Simulation cell. From our CI-NEB search we find the reaction to occur in two steps. Firstly, H₂CCO* gets reduced to H₃CCO* where H₃CCO* forms a stable intermediate (two OH⁻ then remain in the simulation cell). Secondly, OH⁻ reacts with H₃CCO* to acetic acid followed by a deprotonation to form acetate. Analyzing the transferred charge during the reactions, we find the two steps to consist of a reduction followed by two oxidations, formally this reaction therefore does not represent a chemical step. The second step is energetically more difficult and is depicted in Fig. S10. It can be seen that the associated barrier is at 0.79 eV and we find the free energy barrier to be 0.81 eV. This is similarly high as found for OH⁻ + CCO* → CCOH⁻. While this reaction barrier is clearly higher than the solution reaction (the experimental rate translates to ΔG° = 0.48 eV) or other reduction steps (see Fig. S9), a value of 0.8 eV would not lead to an observable reaction rate.
4 Influence of pH and roughness on Acetate selectivity

![Graph showing Acetate selectivity and TOFs against pH and roughness.](image)

Figure S11: Acetate selectivity among C₂ products (S_{C₂}^{Ac⁻}) and turn-over-frequencies (TOFs) of acetate (Ac⁻) and other C₂ products against OH⁻ concentration with ρ = 1 (left) and against roughness at pH= 14 (right). The relation depicts the transport related acetate selectivity as obtain through our transport coupled microkinetic model. The simulated data corresponds to the conditions met at the minimum of the U-shaped selectivity-potential relationship at U_{SHE} = -1.3 V and the behavior according to Equ. 1 in the main text.

5 Coupled microkinetic and transport model

5.1 Details of the microkinetic model

The employed microkinetic model depicts the atomic reactions on the catalyst surface leading to acetate and other C₂ products summarized in Fig. S12 and Fig. 2a in the main text. As described in the main text and in Sec. 6, we assume a shared RDS between acetate and the other C₂ products. We do not include HER and C₁ products since we only aim to describe the selectivity within the ketene pathway (see main text).

We use an effective model to represent the reaction network of the ketene pathway. This model reduces out all steps which are redundant for the selectivity mechanism. The final
reaction network is given by the following equations

\[ \text{CO(g)} + \ast \rightleftharpoons \text{CO}^* \]  
\[ 2\text{CO}^* + 2\text{H}_2\text{O} + 3\text{e}^- + \ast \rightleftharpoons \text{HCCO}^* + 3\text{OH}^- \]  
\[ \text{HCCO}^* + \text{H}_2\text{O} + \text{e}^- \rightleftharpoons \text{H}_2\text{CCO(aq)} + \text{OH}^- \]  
\[ \text{H}_2\text{CCO(aq)} \rightleftharpoons \text{H}_2\text{CCO}^* \]  
\[ \text{H}_2\text{CCO}^* + \text{H}_2\text{O} + \text{e}^- \rightleftharpoons \text{H}_2\text{CCCHO}^* + \text{OH}^- \]  
\[ \text{H}_2\text{CCCHO}^* + 4\text{H}_2\text{O} + 4\text{e}^- \rightarrow \text{otherC}_2(\text{g}) + 4\text{OH}^- \]

Note that the same results are obtained when more steps are included into this effective model. All omitted steps are bundled in Equ. 2. Here, we use a barrier according to the RDS and only the subsequent intermediates OCCO* and OCCOH* are left out. When included, these intermediates will establish negligible surface coverages since they follow the RDS with exergonic reaction thermodynamics because we did not include their electrochemical barriers. Omitting these intermediates is therefore without consequence in our model.

The activities of the reactant CO(g) in Equ. 1 and the intermediate H\textsubscript{2}CCO(aq) in Equ. and are not chosen as constant values but influenced by the mass transport models (see below Sec. 5.2). The CO(g) activity depends on the diffusion of CO in the electrolyte towards the catalyst surface which reduces its immediate surface concentration – an effect describing typical mass transport limitations of reactants\textsuperscript{S25,S26} (see Sec. 5.4 and main text). The H\textsubscript{2}CCO(aq) activity affects the selectivity between acetate and the other C\textsubscript{2} products. An effective equilibrium between H\textsubscript{2}CCO(aq) and H\textsubscript{2}CCO\textsuperscript{*} establishes (Equ. 5.1, 5.1, and 5.1), which depends on the concentration of H\textsubscript{2}CCO(aq). The latter is determined by the mass transport model (see below Sec. 5.2). In the reaction towards other C\textsubscript{2} in Equ. 6 we do not consider a back reaction (activity other C\textsubscript{2}(g) = 0) since these products are considered fully reduced.

We solve the system of time dependent coupled differential equations 1-6 for the steady-
state condition \( \frac{d\theta_i}{dt} = 0 \), where \( \theta_i \) is coverage of species \( i \), via a mean field approach using an ODE solver as available in Scipy.\textsuperscript{S27} The rate constants \( k_{ji} \) for each elementary process are given by the Arrhenius equation \( k_{ij} = A e^{-\frac{\Delta G_{ij}}{k_B T}} \). Here, \( \Delta G_a \) represents the activation energy, \( k_B \) the Boltzmann constant, \( T \) the temperature, and the prefactor is \( A = k_B T / \hbar = 10^{-13} \) s\(^{-1} \).

For the free energies \( \Delta G_a \) we used the data we computed for the Cu(100) facet via our DFT simulations (see Fig. S12 and main text Fig. 3). We note, however, that the general kinetics are insensitive to the overall used energetics (see Sec. 5.6.3). An only exception is the RDS as well as the desorption equilibrium of ketene and its reduction barrier. For this work we fitted the RDS to the experimental ECSA normalized \( C_2 \) activity at low overpotentials from S2. The effective free energy barrier was 1.45 eV at 0 V vs. SHE. With a symmetry factor \( \beta \) of 0.5 the \( C_2 \) products have thereby experimental activity, follow a Tafel slope of 119 mV/dec and are independent of pH on the SHE scale reproducing experimental observations.\textsuperscript{S2,S28} The effective RDS then corresponds to a model as depicted in Fig. S12. Note, that the fitted RDS includes the CO solubility (hence its concentration in solution) and therefore the coupled mass transport relations (see below Sec. 5.2) scale the effective CO activity. In the employed Cu(100) energetics we need to apply a correction for the solvated ketene to reproduce the experimental behavior as further described in Sec. 5.6.1 and 5.6.2.

We ignored lateral interactions. As shown in Sec. 5.6.3, the Cu(100) energetics used in our model lead to a CO\(^* \) coverage of 0.25 ML which is a typical value when considering lateral interactions.\textsuperscript{S30} Exchanging the reaction free energies only leads to a variation in the surface coverage of CO\(^* \) for which a interaction model would then be necessary. Otherwise, all other intermediates always show negligible surface coverages and are therefore not subject to lateral interactions. Thus, an interaction model “regulating” the CO\(^* \) coverage is not necessary in our model.

The dependence of the reaction thermodynamics on applied potential and pH were determined with the computational hydrogen electrode (CHE).\textsuperscript{S11} The potential dependence
Figure S12: (top) Schematic of the atomic mechanism for $C_2$ products around the RDS. (bottom) Free energy diagrams for the suggested ketene pathway around the SDS (left) and the complete mechanism (right) on Cu(100), Cu(111), Cu(110), and Cu(211) at -0.7 V vs. RHE (pH=14). Depicted is the considered division into the pathways including reduction of H2CCO* (colored) and the (facet independent) desorption of ketene and its hydrolysis to acetate (black), respectively. The adsorption barrier of ketene (dotted) and the approximated electrochemical barriers (gray, see methods) are shown. Note that we use an effective/fitted RDS (first barrier = 1.45 eV) in the microkinetic model reflecting a behavior following an RDS consisting of the protonation of the OCCO* intermediate or its dimerization following Liu et al.\textsuperscript{S29}
of the transition states, was assumed to be linear with a symmetry factor of $\beta$ which was universally chosen as 0.5. We note that the $\beta$s obtained from our constant potential calculations (see Fig. S9) were around 0.5 (0.44-0.52) for the most probable barriers, which agrees with our universally chosen value. An only exception was Cu(111) where a $\beta$ of 0.33 for HCCO* $\rightarrow$ H$_2$CCO(aq) was found (in the microkinetic model we use, however, Cu(100) data).

The microkinetic model yields rates corresponding to the turn-over-frequency (TOF) of an individual catalytic site. We convert these TOFs to molar fluxes using a site-density corresponding to the unit cell of the Cu(100) facet (i.e. every Cu surface atom is a catalytic site).

5.2 Details of the mass transport model

We explicitly treat the mass transport of CO, OH$^-$ and H$_2$CCO while assuming a constant activity for H$_2$O (no depletion) and no transport limitations for the diffusion of other C$_2$ products (no further reaction possible). To describe the mass transport we use a one dimensional (1-D) transport model. While a 1-D model is a crass simplification of the complex geometry in nanostructured electrodes, it usually covers most of the relevant behavior. The transport of species is described by the simplified Nernst-Planck (NP) equation:

$$\frac{dc}{dt} = -\frac{d}{dx} \left[ D \frac{dc}{dx} - Dz_i k_B T \frac{c}{T} \frac{d\phi}{dx} \right]$$

where $c$ is the concentration, $D$ the diffusion coefficient, $z_i$ the charge of a charged species, $\phi$ the potential, $x$ the distance, $t$ the time, $k_B$ the Boltzmann constant, and $T$ the temperature. The second term $Dz_i k_B T \frac{c}{T} \frac{d\phi}{dx}$ represents the migration which affects only charged species and drops out in uncharged species. In our case the only charged species is OH$^-$ (and the counter ion, i.e. K$^+$). Usually, it is necessary to solve the Poisson equation to incorporate migration. We circumvent this by using an electro-neutral approximation allowing for the analytical
solution in Equ. 9 (see Sec. 5.3 for derivation).^S32–S34 This analytical solution leads to an almost equivalent result as the full numeric Poisson-NP equation with the exception of the charge separation at the electrode interface describing the electrochemical double layer. The double-layer related concentration drop at the electrode surface has, however, only marginal influence on transport as further elaborated in Sec. 5.3. The resulting equations governing the transport of CO, OH\(^-\) and H\(_2\)CCO follow as

\[
\frac{d[CO]}{dt} = -D_{CO} \frac{d^2[CO]}{dx^2} \tag{8}
\]

\[
\frac{d[OH^-]}{dt} = -2 \cdot D_{OH^-} \frac{d^2[OH^-]}{dx^2} - k_{sol}[OH^-][H_2CCO] \tag{9}
\]

\[
\frac{d[H_2CCO]}{dt} = -D_{H_2CCO} \frac{d^2[H_2CCO]}{dx^2} - k_{sol}[OH^-][H_2CCO] \tag{10}
\]

where \([X]\) is the concentration and \(D_X\) the diffusion coefficient of species \(X\). The last terms in Equ. 9 and 10 represent the solution reaction between OH\(^-\) and H\(_2\)CCO to form acetate where \(k_{sol}\) is the reaction constant of the solution reaction. The transport of acetate after the solution reaction is ignored since it cannot further react. The factor 2 in Equ. 9 derives from the electro-neutral approximation of the Nernst-Planck equation (see SI Sec. 5.3). For the diffusion coefficients we used \(D_{CO} = 20.3 \cdot 10^{-10}\) m\(^2\)/s, \(^S35\) \(D_{OH^-} = 52.7 \cdot 10^{-10}\) m\(^2\)/s, \(^S36\) \(D_{H_2CCO} = 14.0224 \cdot 10^{-10}\) m\(^2\)/s \(^S37\) and for the solution reaction the experimental value of \(k_{sol} = 5.26 \cdot 10^4\) l/(mol·s). \(^S24\) We do not apply any corrections to diffusion coefficients due to porosity or tortuosity as is common practice \(^S32,S36,S38,S39\) since no such values can reliably estimated. We note, however, that within typical porosity values the selectivity profile only changes slightly, then showing more agreement with experiment (lower minimum for all \(\rho\)).

We use Diriclet boundary conditions on the solution side, with the bulk concentrations of CO, OH, and ketene according to the Henry constant of CO, \(^S40\) the electrolyte pH at the GDE and zero (all ketene reacts to Acetate), respectively. On the catalyst side we use Neumann boundary conditions based on the species flux \(f\) corresponding to the CO consumption \((f(CO) = f(H_2CCO) + f(\text{otherC}_2))\), OH\(^-\) production \((f(OH^-) = \)
4 \cdot f(H_2CCO) + 8 \cdot f(\text{otherC}_2)) \text{ and acetate production (} f(H_2CCO) = \int_0^\infty f(Ac^-)dx = \int_0^\infty [H_2CCO][OH^-]k_{\text{sol}}dx). \text{ When coupling the microkinetic model to the transport, the roughness } \rho \text{ is used to scale the site dependent activity (TOF) to the molar flux as } f = \rho \cdot \text{TOF}/(N_A \cdot A_{\text{site}}) \text{ where } N_A \text{ is Avogadro’s constant and } A_{\text{site}} \text{ the area per active site (= Cu(100) site density).}

We solve all transport equations for the steady-state to mimic the steady currents reached in GDE setups. The diffusion of CO (Equ. 8) is treated independently as described in Sec. 5.4 and therefore solved analytically using Fick’s first law. The transport of OH\(^-\) and H\(_2\)CCO is solved numerically using a finite difference scheme with a constant step width of 50 nm and a timestep of 0.3 \(\mu\)s.

We consider the influence of convection of the electrolyte in a flow cell.\(^{S25,S41}\) For this influence we use a mass transport formalism where the transport \(f_X^e\) of a species \(X\) perpendicular to the convection is described by\(^{S35}\)

\[
 f_X^e = k_X^e (c_X^{\text{surf}} - c_X^{\text{bulk}}). \tag{11}
\]

The effective transport coefficient \(k_X^e\) is the given by the dimensionless Sherwood number adjusted to the average mass-transport between a planar surface and a laminar flowing liquid with a plate length \(L_c\)\(^{S35}\)

\[
 Sh = \frac{k_X^e \cdot L_c}{D_X} = 0.646 (ReSc)^{1/3} \tag{12}
\]

where the dimensionless Reynolds (\(Re\)) and Schmidt (\(Sc\)) numbers are given by

\[
 Re = \frac{\rho \nu L_c}{\mu} \quad Sc = \frac{\mu}{\rho D_X}. \tag{13}
\]

where \(\rho\) is the density, \(\mu\) the dynamic viscosity, and \(\nu\) the flow velocity of the electrolyte. We note that while the choice of the Sherwood relation affects the local pH quantitatively, alternative formulations like the “Graetz-Nusselt-Problem” in a circular channel geometry...
give very similar results as Equ. 12 and differences are rather small. The chosen formalism
 corresponds to the mass transport of dilute solutes which may not be true for OH\textsuperscript{−}, but
 usually still presents a good approximation.\textsuperscript{35,32}

### 5.3 Electroneutral Nernst-Planck Approximation

To include migration into our mass transport model we use the electroneutral Nernst-Planck
 (ENNP) approximation. Migration affects charged species which includes only OH\textsuperscript{−} (and a
counter ion, i.e. K\textsuperscript{+} ) in our model. To treat the transport of a charged species we use the
steady-state form of the simplified Nernst-Planck (NP) equation (Equ. 7).\textsuperscript{32} For OH\textsuperscript{−} and
K\textsuperscript{+} it would follow

\[
\begin{align*}
    j_{\text{OH}^-} &= -\left[ D_{\text{OH}^-} \frac{d[\text{OH}^-]}{dx} - D_{\text{OH}^-} \frac{e}{k_B T} [\text{OH}^-] (\frac{d\phi}{dx}) \right] \\
    j_{K^+} &= -\left[ D_{K^+} \frac{d[K^+]}{dx} + D_{K^+} \frac{e}{k_B T} [K^+] (\frac{d\phi}{dx}) \right]
\end{align*}
\]

where \( j_X \) is the flux, \( [X] \) is the concentration, \( D_X \) the diffusion coefficient of \( X = \text{OH}^- \)
and \( K^+ \), \( x \) the distance, \( e \) the elementary charge, \( k_B \) the Boltzmann constant, and \( T \) the
temperature. To solve for the potential \( \phi \), we require a third relation.

A full solution to Equ. 14 and 15 and the potential \( \phi \) could be obtained by using Poisson’s
equation

\[
\frac{d}{dx} (\epsilon_0 \epsilon_r \frac{d\phi}{dx}) = - \sum_X z_X [X]
\]

where \( \epsilon_0 \) and \( \epsilon_r \) are the vacuum and relative permittivity, respectively and \( z \) the charge.
The coupled system of equations is called the Poisson-NP solution (PNP) and can (with few
exceptions) only be solved numerically.\textsuperscript{32}

Alternatively to the PNP solution we can instead use a quasi charge neutral condi-
tion\textsuperscript{33,34}

\[
\sum_X z_X [X] = 0
\]
which states that all charge is neutralized (no charge separation). We can derive an analytical solution from the coupled migration of the charged species OH\(^-\) and K\(^+\).\(^{32}\) For this we exploit the fact, that K\(^+\) has no effective flux (not produced at catalyst, \(j_{K^+} = 0\)) which leads to

\[
0 = -\left[ D_{K^+} \frac{d[K^+]}{dx} + D_{K^+} \frac{e}{k_B T} [K^+] \left( \frac{d\phi}{dx} \right) \right]
\]

we can rearrange and divide by \(D_{K^+}\) to obtain

\[
\frac{d\phi}{dx} = -\frac{d[K^+]}{dx} \frac{1}{[K^+]} \frac{k_B T}{e}
\]

which leaves us with an expression for the field \(\frac{d\phi}{dx}\) which we insert into Equ. 14 and simplify to

\[
j_{OH^-} = -D_{OH^-} \left[ \frac{d[OH^-]}{dx} + \frac{[OH^-]}{[K^+]} \frac{d[K^+]}{dx} \right]
\]

based on the charge neutrality criterion the concentrations of ions align with \([OH^-] = [K^+]\) and \(\frac{d[OH^-]}{dx} = \frac{d[K^+]}{dx}\) leaving us finally with

\[
j_{OH^-} = -2 \cdot D_{OH^-} \frac{d[OH^-]}{dx}
\]

The final expression is identical to the steady state diffusion flux (Fick’s first law) with an additional factor 2. As shown in Fig. S13, this trivial solution almost perfectly reproduces the much more complex PNP solution. The only difference can be seen within few Å from the catalyst surface. This deviation originates in the electrostatic repulsion of anions and attraction of cation at the negatively charged surface forming the electrochemical double layer. This very relevant phenomenon describing very strong interfacial fields at the metal/water interface cannot be found in the ENNP approximation as charge separation is not included. The concentration gradients are, however, only affected at a very short range of the catalyst surface and therefore do not affect transport properties.\(^{33}\) This is also true for other electrolyte compositions, for example the carbonate buffer equilibrium where charge separation
Figure S13: Steady-state concentration profile of OH$^-$ against the surface normal of the catalyst $x$ at different current densities including migration. The solid lines are the numerical solution to the full PNP approach (solved with COMSOL Multiphysics® software$^{S43}$) and dashed lines the corresponding analytical solution using an ENNP approach. The right panel depict an insert showing the concentration profiles few nanometers from the catalyst surface.

also only extend $< 20$ Å.$^{S36}$ We note, that we use the final result in Equ. 21 and its analogy to the Fick’s law of diffusion in Equ. 14 of our mass transport model. The steady-state equilibrium condition is thereby considered for the infinitesimal flux between different elements in our finite difference solver.$^{S33}$

### 5.4 Multiscale description of the GDE setup

We merge the microkinetic model (see Sec. 5.1) and the mass transport model following a multi-scale methodology to mimic the conditions in a GDE/flow cell setup as depicted in Fig. S14. Here, the microkinetic model represents the CORR reduction reactions on the catalyst surface (Fig. S14a) while the mass transport equations 8, 9, and 10 represent the diffusion as well as the solution reaction within the electrode (Fig. S14b) and the effective mass transport Sherwood relation (Equ. 11 and 12) represents the transport in the flowing electrolyte (Fig. S14c) to the electrode. In a GDE, gaseous reactants and products are transported through a gas diffusion layer (GDL) which allows for an exchange with the electrolyte in close proximity to the catalyst located at the microporous layer (MPL) as depicted in Fig. S14 b and c. In contrast, the liquid species exchange with the electrolyte “bulk” which is cycled in a flow cell setup.$^{S25,S26,S41}$
Figure S14: Schematic of the mass transport we describe with our model. (a) Adsorption and desorption processes of the reactant CO and the products OH\(^-\) and H\(_2\)CCO at the catalyst surface scaling with the roughness \(\rho\) and determined by the surface concentration \(c_{surf}\). The governing process for the selectivity of Ac\(^-\) is the (re-)adsorption of H\(_2\)CCO dependent on the adsorption barrier \(\Delta G^\parallel_{H_2CCO(l)}\rightarrow H_2CCO^*\). (b) Transport processes occurring within the GDE: diffusion \(f_D(X)\) of species \(X\) and the solution reaction of OH\(^-\) and H\(_2\)CCO. All transport processes are dependent on the concentration just outside of the electrode \(c_{MPL}\). (c) Processes occurring on cell level: CO and gaseous products (other C\(_2\)) exchange through the gas side, while OH\(^-\), H\(_2\)CCO, Ac\(^-\), and liquid products (other C\(_2\)) exchange with the catholyte. The indicated convection \(v_c\) influences the mass transport between the catholyte bulk \(c_{bulk}\) and the electrode surface \(c_{MPL}\).

Figure S15: Summary of the effective transport model considered in this work. Diffusion in the solvent and solution reaction within 1 \(\mu\)m of the catalyst surface are solved numerically (i-iii). The boundary conditions of this short diffusion length are given by bulk concentrations and in the case of OH\(^-\) additionally by the Sherwood relation. The latter are decisive to capture the flow cell set up and the following highly alkaline reaction conditions. In contrast to this, the transport of CO is considered separately (iv), representing the gas feed through the GDL. We note that the short diffusion length due to the rapid solution reaction justifies this 1D approximation of transport.
Following the GDE setup we consider the transport of CO on the gas side separately from OH\(^{-}\) and H\(_2\)CCO on the electrolyte side (see Fig. S14 b, c). As a consequence, CO does not interact with and has a different diffusion length than OH\(^{-}\) and H\(_2\)CCO. Over the GDL, CO only needs to diffuse over an unknown short diffusion length which significantly improves the mass transport. In our 1D model we need to assume a gas side diffusion layer thickness of only 150 nm to reproduce experimental mass diffusion limitations with maximum current densities of 300 mA/cm\(^2\) (see main text Fig. 4). In contrast, typical diffusion layer thicknesses of 50 \(\mu\)m lead to maximum current densities of 1-10 mA/cm\(^2\). On the electrolyte side we consider a diffusion layer thickness of 1 \(\mu\)m for OH\(^{-}\) and H\(_2\)CCO. This diffusion layer thickness suffices for the solution reaction of H\(_2\)CCO and OH\(^{-}\) to be completed as shown in Fig. 5a in the main text. Beyond this diffusion layer of 1 \(\mu\)m we assume that the electrode surface is reached (\(c_{MPL}\) in Fig. S14) or, alternatively, that homogeneous conditions within the electrode are present. Since the concentration of H\(_2\)CCO is virtually zero at this point, its further transport can be ignored. In contrast, the OH\(^{-}\) transport from the electrode surface to the “bulk” of the flowing electrolyte is further described by the effective Sherwood relation (see Equ. 11 and 12). We note that extending the electrolyte side diffusion layer of 1 \(\mu\)m does not quantitatively influence the OH\(^{-}\) transport. Only when considering unphysically thick diffusion layers with a thickness of \(\geq 500\ \mu\)m will these have a noticeable effect by increasing the local pH. This is due to the very alkaline conditions (pH of \(> 13\)) where the diffusion related OH\(^{-}\) accumulation does not significantly change the overall OH\(^{-}\) concentration in comparison to neutral electrolytes.\(^{S26,S36,S39,S41}\) Naturally, a high local pH is nevertheless reached which is mainly due to the electrolyte flow. As shown in Fig. S16, the convective transport leads to an additional resistance which leads to very high pH at the electrode surface. For simplicity, the effective transport model is summarized in Fig. S15.

In our multiscale model, we couple the microkinetic and mass transport model via fluxes of CO, OH\(^{-}\) and acetate. In the microkinetic model these are determined by the geometric consumption and production rates of CO and ketene. For the mass transport model, these
Figure S16: Local pH against geometric current density ($j_{geo}$) for different bulk pH as given by the mass-transport relation in Equ. 12. The [OH\textsuperscript{-}] concentration gradient due to the diffusion within the electrode (not included) with an assumed diffusion length of one $\mu$m is negligible.

correspond to the Neumann conditions described in Sec. 5.2. While the fluxes of the microkinetic model serve as input to the mass transport model, the surface concentrations obtained from the mass transport model serve as an input for the microkinetic model. Here we assume for simplicity that the very dilute surface concentration of ketene (compare Fig. S17) is equal to its activity (in the microkinetic model). While this simplification is typical for very dilute solutions, alternatively including a proportionality factor for ketene (i.e. a Henry’s law constant) would effectively change the thermodynamic stability of H\textsubscript{2}CCO (aq). The Henry’s law constant of ketene is unknown, but assuming values of 100-1500 l-atm-mol\textsuperscript{-1}, typical for organic molecules, would lead to a destabilization of 0.12-0.19 eV for H\textsubscript{2}CCO (aq). Such an energetic value is contained in the correction we apply to H\textsubscript{2}CCO (aq) to reproduce experimental behavior as described in Sec. 5.6.1. The models are then solved iteratively for their respective steady-state until the fluxes (and surface concentrations) align. The iterative procedure fulfills mass conservation between the microkinetic and transport models due to the consistent boundary conditions. We note that the iterative solution of CO flux leads to negligibly small changes in the surface coverage of $\theta_{CO}$ since the response through the back reaction of any intermediate after the RDS carries a very low probability.
Figure S17: Surface concentrations $c_{\text{surf}}$ of $x = \text{CO}$ (a), $\text{OH}^-$ (b), and $\text{H}_2\text{CCO}$ (c) against potential for different electrolyte pH and roughness as obtained from our simulations (compare Fig. 4 main text)

5.5 Trends of concentration profiles in the mass transport model

The mass transport limitations included in our model change the microscopic reaction environment at the catalyst surface. Effectively, the surface concentrations ($c_{\text{surf}}$) of individual species change, in our case of CO, OH$^-$, and H$_2$CCO (see Fig. S17).

Increasing current densities at higher overpotentials or higher roughness give rise to increased concentration gradients. The surface concentrations of reactants (CO) decrease in this case with increasing potential and also with higher roughness, depleting $c_{\text{surf}}$ at the catalyst surface. In contrast, the increasing limitations in transport of products away from the surface at increasing overpotential and corresponding current densities are consistent with the build up in the surface concentrations of the OH$^-$ (aq) and H$_2$CCO (aq), i.e. of $c_{\text{surf}}$OH$^-$ and $c_{\text{surf}}$H$_2$CCO (Figs. S17b,c). With increasing bulk pH $c_{\text{surf}}$OH$^-$ increases and $c_{\text{surf}}$H$_2$CCO decreases where the latter is due to the accelerated solution phase reaction. The trends in the $c_{\text{surf}}$H$_2$CCO and $c_{\text{surf}}$OH$^-$ with respect to $\rho$ are more nuanced. At low overpotentials, an increased $\rho$ gives a higher production rate of OH$^-$ (aq) and H$_2$CCO (aq), and consequently more build up in both $c_{\text{surf}}$H$_2$CCO and $c_{\text{surf}}$OH$^-$. At high overpotentials, where the production of OH$^-$ (aq) and H$_2$CCO (aq) is limited by CO transport to the surface, the main impact of increasing $\rho$ is a greater rate of H$_2$CCO re-adsorption and subsequent production of other $C_2$ vs. a fixed rate of H$_2$CCO transport away, which leads to a change in the steady-state re-adsorption equilibrium. This yields an earlier levelling off with negative potential of $c_{\text{surf}}$H$_2$CCO with increasing $\rho$. 
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5.6 Sensitivity of kinetics to energetics

5.6.1 (Re-)adsorption energy influences SDS-sol

The acetate selectivity is influenced by mass transport through a combination of diffusion and surface reaction. As indicated in Fig. 2 in the main text, the corresponding selectivity step (labeled SDS-sol) consists of desorbed ketene which can either move towards the electrolyte bulk and react to acetate or (re-)adsorb on the catalyst surface. Central to this SDS-sol is the adsorption rate of ketene to the catalyst surface which scales with the free barrier of adsorption $\Delta G_{ads}^{\dagger}$ (see Fig. S14). We compute this barrier using DFT simulations where we determine the transition state by simulating the desorption process (using a CI-NEB search). We do not include an explicit water layer in those barrier calculations as they artificially penalize the barrier on the stepped surfaces. We further determine the free energy of desorbed ketene from its gas-phase energy and add a solvation correction as obtained from the SCCS$^{S45}$ implicit solvation scheme of $\Delta G_{solv} = -0.09$ eV. For the investigated Cu facets we find different $\Delta G_{ads}^{\dagger}$, which dependent on the overall stability of $H_2CCO^*$ and its desorption barrier.

![Figure S18: Acetate selectivity among C$_2$ products ($S_{Ac^-}^{C_2}$) against the ketene (re-) adsorption barrier $\Delta G_{ads}^{\dagger}$ as computed by our transport-coupled microkinetic model for -1.3 V vs. SHE and pH=14 and different roughness (\(\rho\)). The blue shaded area marks the selectivities encountered in experiment for equivalent conditions (compare Fig. 4 in the main text). The vertical orange lines present $\Delta G_{ads}^{\dagger}$ as computed by DFT for the different investigated facets. Taking into account the typical DFT accuracy, Cu(211) or Cu(100) may be active for the ketene adsorption and selectivity process.](image)

We test the sensitivity of SDS-sol on $\Delta G_{ads}^{\dagger}$ in our transport coupled microkinetic model.
We thereby systematically vary $\Delta G_{\text{ads}}^4$ at a potential of -1.3 V vs. SHE where SDS-surf does not influence the acetate selectivity of SDS-sol (see main text and Sec. 5.6.2). As shown in Fig. S18, the selectivity is very sensitive to the ketene (re-)adsorption. The indicated experimental selectivity in Fig. S18 coincides with the $\Delta G_{\text{ads}}^4$ of the Cu(211) facet. We note, however, that the typical error of DFT is within 0.1-0.2 eV$^{57}$ whereby also Cu(100) may still be active for the acetate selectivity behavior. We further note, that we do not account for competitive water adsorption or field effects which may further influence the computed desorption barriers$^{546-548}$ and affect the facet dependence. In the main text we use the energetics for Cu(100), which is generally believed to be active for C$_2$ products,$^{549}$ for our microkinetic model. This is also supported by the fact that our Cu(100) energetics for SDS-surf best coincide for acetate selectivity (while they are prohibitive for Cu(211), see Sec. 5.6.2). For an experiment-like acetate selectivity behavior with $\Delta G_{\text{ads}}^4 \approx 0.5$ eV, we need to apply a correction of +0.28 eV to the desorbed H$_2$CCO (aq). While this correct slightly extends beyond the typical DFT error, it should be noted that this correction includes a missing unknown thermodynamic correction for the ketene solubility (Henry’s law constant, see above Sec. 5.4) and that a bulk H$_2$CCO(aq) may be not adequately describe the molecules stability at the electrochemical double layer. Alternatively, the correction can be interpreted as an adsorption on Cu(211) followed by diffusion to Cu(100).

5.6.2 Barrier competition influences SDS-surf

At low overpotentials, the desorption process of (re-)adsorbed H$_2$CCO* influences another SDS (labeled SDS-surf see main text). Here, the (re-)adsorbed H$_2$CCO* can either get further reduced in a PCET reaction or desorb again. These two competing rates directly depend on the free energy barriers of the reduction ($\Delta G_{\text{PCET}}^4$) and desorption ($\Delta G_{\text{des}}^4$). The energy difference between the barriers $\Delta G_{\text{PCET}}^4 - \Delta G_{\text{des}}^4$ indicates how SDS-surf influences the selectivity. With a difference of $> 0$ most H$_2$CCO will desorb and of $< 0$ most H$_2$CCO will get reduced. Since $\Delta G_{\text{PCET}}^4$ is potential dependent, the selectivity around SDS-surf is
also potential dependent. Via this potential dependence we can compare our DFT computed values with experiment.

![Figure S19](image-url)

Figure S19: Difference in the lowest reduction $\Delta G_{\text{PCET}}^\ddagger$ and desorption $\Delta G_{\text{des}}^\ddagger$ barrier of ketene against potential vs. SHE for the investigated Cu facets (compare Tab. S6). The vertical lines indicate when the difference is zero for a certain facet (see colors). At difference $\Delta G_{\text{PCET}}^\ddagger - \Delta G_{\text{des}}^\ddagger < 0$ the (re-)adsorbed ketene cannot desorb anymore. This situation compromises a minimum in acetate selectivity since all (re-)adsorbed ketene will react to other $C_2$ products. Experimentally, such a minimum is seen at -1.3 V vs. SHE (compare Fig. 4 in the main text) as indicated by the blue circle. The comparison to experiment clearly points to Cu(100) being active for the acetate selectivity mechanism.

We compare our DFT computed barrier competition for the investigated facets as shown in Fig. S19. At potentials where $\Delta G_{\text{PCET}}^\ddagger - \Delta G_{\text{des}}^\ddagger = 0$ the acetate selectivity will reach a minimum as all of the (re-)adsorbed $H_2CCO^*$ will get further reduced and cannot desorb (again) to eventually react to acetate. In the experimental data such a selectivity minimum is found around -1.3 V vs. SHE. In Fig. S19, it can be seen that a difference between the free energy barriers $\Delta G_{\text{PCET}}^\ddagger - \Delta G_{\text{des}}^\ddagger = 0$ close to the experimental potential is only found for Cu(100) and Cu(110). Cu(211) and Cu(111) are considerably further off. The reason why Cu(100) and Cu(110) coincide to experimental values is due to its high $\Delta G_{\text{des}}^\ddagger$. Their high barriers are based on a strong interaction of ketene with the Cu surface where the molecule slightly disrupts its conjugated C=C=O bond.

5.6.3 Acetate selectivity is insensitive to DFT thermodynamics

Apart from the adsorption barrier $\Delta G_{\text{ads}}^\ddagger$ (see Sec. 5.6.1), desorption barrier $\Delta G_{\text{des}}^\ddagger$, and the protonation energy $\Delta G_{\text{PCET}}^\ddagger$ of $H_2CCO^*$ (see Sec. 5.6.2), other DFT derived energies
influence the selectivity in our model only marginally. This is due to the fact, that most of these energies affect the kinetics after the RDS and are not critical for any SDS. Only the adsorption energy of CO(g) yields changes when varying strongly. This is shown in Fig. S20 where we exchanged different reaction free energies according to the investigated facets – leaving only the critical barriers as well as the fitted effective RDS constant as described in Sec. 5.1, 5.6.1, and 5.6.2. Differences in selectivity are seen when the facet dependent $\Delta G_{\text{CO ads}}$ are present (Fig. S20 left) and fully disappear when adjusted (Fig. S20 right).

As shown in Fig. S20, the CO* adsorption energy ($\Delta G_{\text{CO ads}}^{\text{CO}}$) leads to changes in selectivity. This is due to the resulting CO* coverage as depicted in Tab. S7. Including the facet dependent $\Delta G_{\text{CO ads}}^{\text{CO}}$, we find only Cu(100) to give the U-shaped selectivity profile. Cu(110) in contrast demonstrates almost 100 % acetate selectivity since the CO* coverage ($\theta_{\text{CO}}$) of 98 % inhibits (re-)adsorption of ketene. Cu(111) and Cu(211) show a diverging behavior with a significantly lowered selectivity due to an overall low coverage and a very high ratio of empty sites (see Tab. S7). The empty sites result in more sites for (re-)adsorption of H$_2$CCO(aq) which subsequently gets reduced further to other C$_2$ products, lowering $S_{\text{Ac}}^{\text{C}_2}$. The low coverage on Cu(111) and Cu(211) is due to a weak CO* binding. While for Cu(111) this is
inherent to its electronic structure, for Cu(211) this is due to competitive water adsorption. The latter has been predicted by AIMD simulations\textsuperscript{548} and is well captured by the static water layer in our simulations. In our model in the main text we use the Cu(100) CO* adsorption energy which gives $\theta_{\text{CO}} \approx 25\%$. This value resembles the coverage usually found when including lateral interactions,\textsuperscript{530} which justifies neglecting them in this model.

Table S7: Share of empty ($\theta^\ast$) and CO* ($\theta_{\text{CO}}$) covered sites in (%) for the simulations with different facet dependent thermodynamics (see text) at a $U_{\text{SHE}} = -1.4$ V.

<table>
<thead>
<tr>
<th></th>
<th>Cu(100)</th>
<th>Cu(111)</th>
<th>Cu(110)</th>
<th>Cu(211)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta^\ast$</td>
<td>74.6</td>
<td>99.9</td>
<td>2.25</td>
<td>99.9</td>
</tr>
<tr>
<td>$\theta_{\text{CO}}$</td>
<td>25.4</td>
<td>$2.0 \cdot 10^{-4}$</td>
<td>97.7</td>
<td>$2.9 \cdot 10^{-2}$</td>
</tr>
</tbody>
</table>

6 The pH dependence of the acetate selectivity necessitates a solution reaction

As briefly discussed in the main text ("Alternative pathways are unlikely") we elaborate here in more detail the implication of the pH dependence of the selectivity of acetate in competition to other C\(_2\) products. The acetate selectivity among C\(_2\) products thereby increases with increasing pH ($\frac{dr}{dpH} > 0$). This trend necessitates a reaction involving OH\(^-\) which most likely occurs in solution.

The selectivity between acetate and other C\(_2\) products follows a SDS where one of the two products has an intrinsic pH dependence (see Fig. S21 a). Electrochemical reactions often show a distinct pH dependence since their activity scales with the concentration of proton donors.\textsuperscript{513} This pH dependence is especially true in acidic conditions where H\(_3\)O\(^+\) is the proton donor.\textsuperscript{513} In neutral and alkaline conditions PCET steps depend on H\(_2\)O as the proton donor (see Fig. S21 b). Since the concentration of H\(_2\)O is independent of pH there is no intrinsic pH dependence ($\frac{dr}{dpH} = 0$) of PCET steps in alkaline conditions.\textsuperscript{551} It
Figure S21: Selectivity trends with pH. a) Phenomenological selectivity behavior between Acetate and other C₂ products (C₂rest). The pH independence of C₂rest is known from the selectivity between C₁ and C₂ products S²⁸,S²⁹ b) Elementary PCET reaction of an adsorbate A* in alkaline conditions. Shown is the rate equation for the forward \( r_f \) and backward \( r_b \) reaction. \( \Delta G^\ddagger \) is the activation energy of the governing PCET reaction at a fixed potential vs. SHE, \( k_B \) the Boltzmann constant, \( T \) the temperature, and \([X]\) is the concentration of the intermediate X c) Possible intrinsic pH effect of two consecutive PCET steps with the second step as the RDS. The first step is pre-equilibrated with equilibrium coverage \( \theta_{equ} \) which is pH dependent. \( \Delta G_{equ} \) is the reaction energy for \( A^* \rightarrow AH^* \) at a fixed potential vs. SHE.

should be noted, that the backward reaction does however depend on OH⁻ but PCET steps are usually very down hill and therefore their pH dependence matters very little and only at low overpotentials. Furthermore, the pH dependence of C₂ products does not show an inverse pH-activity which means that their RDS is intrinsically independent of pH as well (\( \frac{dr_f}{dpH} = 0 \)) which is in contrast to e.g. methane which shows increased activity with decreasing pH (\( \frac{dr}{dpH} < 0 \)). S²⁸,S²⁹ It follows that an acetate competition along any step towards the C₂ products, i.e. either the RDS or a PCET step after the RDS, needs to occur with an intrinsic positive pH dependence (increasing activity with increasing pH, \( \frac{dr}{dpH} > 0 \)) as depicted in Fig. S²¹.

Naturally, there are pH dependent electrochemical reactions in CORR at alkaline conditions evident in the Nernst-like shifts of C₁ products. These, however, require a pre-equilibrium which is pH dependent before the rate determining step as shown in Fig. S²¹ c. The first step thereby needs to be a PCET step, which will lead to a pH dependent cover-
age preceding the RDS. In reduction reactions this pre-equilibrium can, however, only have an increasing coverage and therefore activity with decreasing pH. This yields an intrinsic negative pH dependence \( \frac{dr}{d\text{pH}} < 0 \) which is opposite to the one required for acetate. It follows that the only way we obtain an intrinsic positive pH dependence \( \frac{dr}{d\text{pH}} > 0 \) is via the involvement of \( \text{OH}^- \) in the forward reaction.

A reaction involving \( \text{OH}^- \) is a nucleophilic attack which unlikely occurs on a negatively charged surface. For instance \( \text{OH}^- \) is known to deplete at the immediate catalyst surface due to migration.\(^{S36}\) A solution reaction is therefore most likely. Since the solution reaction of ketene to acetate via \( \text{OH}^- \) is well known\(^{S24}\) we assume this to be the relevant SDS towards acetate. With this SDS, acetate and other \( \text{C}_2 \) products would necessarily share the same RDS, which fits to experimental observations as further elaborated in the main text.

7 Analytical derivation of acetate selectivity through ketene hydrolysis

7.1 Analytical derivation of diffusion-reaction system for ketene hydrolysis

In the following we derive an analytical expression for the 1-dimensional diffusion of ketene (\( \text{H}_2\text{CCO} \)) from a source and its simultaneous hydrolysis at steady-state. The flux of ketene \( \frac{d[\text{H}_2\text{CCO}]}{dt} \) along the catalyst surface normal \( x \) in steady state can be described as

\[
\frac{d[\text{H}_2\text{CCO}]}{dt} = D_{\text{H}_2\text{CCO}} \frac{d^2[\text{H}_2\text{CCO}]}{dx^2} - k_{\text{sol}}[\text{OH}^-][\text{H}_2\text{CCO}] = 0
\]  

where \([\text{H}_2\text{CCO}]\) and \([\text{OH}^-]\) is the concentration of species ketene and hydroxide along \( x \), respectively and \( D_{\text{H}_2\text{CCO}} \) the diffusion coefficient of ketene. In comparison to Equ. 10, the flux is defined as propagating away from a source (the catalyst) to describe the diffusion
of ketene and its consumption in the chemical reaction as two opposing processes. A necessary approximation is a constant concentration of hydroxide

\[ [\text{OH}^-] = [\text{OH}^-]^\text{bulk} \]  \hspace{1cm} (23)

in order to circumvent the interdependence of \([\text{OH}^-]\) and \([\text{H}_2\text{CCO}]\) which we would need to solve numerically (as we do in our transport model). This approximation is, however, justified in alkaline conditions since \([\text{OH}^-] \gg [\text{H}_2\text{CCO}]\) and the consumption of \text{OH}^- is marginal to its overall concentration. The ketene concentration is only about few \(\mu\text{mol}\), as shown in Fig. 5 in the main text, and therefore several order of magnitude lower than \text{OH}^- down to a pH of 10. We note that with the approximation of a constant concentration of \text{OH}^- a dependence on its diffusion coefficient drops out.

We solve the remaining homogeneous ordinary differential equation 22 by re-arranging it to

\[
\frac{d^2[\text{H}_2\text{CCO}]}{dx^2} = \frac{k_{\text{sol}}[\text{OH}^-]^\text{bulk}}{D_{\text{H}_2\text{CCO}}}[\text{H}_2\text{CCO}] \hspace{1cm} (24)
\]

which allows us to identify a general solution. From the functional form \(f'' = kf\) we propose an exponential function \(f = e^{rt}\) as the Ansatz. By substituting \([\text{H}_2\text{CCO}]\) for \(f\), we obtain

\[
D_{\text{H}_2\text{CCO}} f'' - k_{\text{sol}}[\text{OH}^-]^\text{bulk}f = 0
\]

\[
D_{\text{H}_2\text{CCO}} r^2 e^{rt} - k_{\text{sol}}[\text{OH}^-]^\text{bulk} e^{rt} = 0
\]

\[
e^{rt}(D_{\text{H}_2\text{CCO}} r^2 - k_{\text{sol}}[\text{OH}^-]^\text{bulk}) = 0 \hspace{1cm} (25)
\]

where \((D_{\text{H}_2\text{CCO}} r^2 - k_{\text{sol}}[\text{OH}^-]^\text{bulk}) = 0\) is the characteristic polynomial from which we obtain

\[
r^2 = \frac{k_{\text{sol}}[\text{OH}^-]^\text{bulk}}{D_{\text{H}_2\text{CCO}}} \hspace{1cm} \rightarrow \hspace{1cm} r = \pm \sqrt{\frac{k_{\text{sol}}[\text{OH}^-]^\text{bulk}}{D_{\text{H}_2\text{CCO}}}} \hspace{1cm} (26)
\]
it follows for $[H_2CCO]$

$$[H_2CCO] = C_1 e^\sqrt{\frac{k_{sol} \cdot \text{[OH}^-\text{]}_{\text{bulk}}}{D_{H_2CCO}}} x + C_2 e^{-\sqrt{\frac{k_{sol} \cdot \text{[OH}^-\text{]}_{\text{bulk}}}{D_{H_2CCO}}} x}$$  \hspace{1cm} (27)$$

where $C_1$ and $C_2$ are unknown constants which we solve via boundary conditions. These are:

1. eventually all ketene hydrolyzes leading to $\lim_{x \to \infty} [H_2CCO] = 0$

2. the concentration of ketene just at the catalyst surface is $[H_2CCO](x = 0) = [H_2CCO]_{\text{surf}}$

based on 1. we find that $C_1 = 0$ as Equ. 27 would otherwise diverge to $\infty$ and it results that $C_2 = [H_2CCO]_0$ leading to

$$[H_2CCO] = [H_2CCO]_{\text{surf}} \cdot e^{-\sqrt{\frac{k_{sol} \cdot \text{[OH}^-\text{]}_{\text{bulk}}}{D_{H_2CCO}}} x}$$  \hspace{1cm} (28)$$

which finally describes the concentration profile of Ketene along the surface normal of the catalyst.

In order to obtain the acetate ($Ac^-$) flux we integrate $[H_2CCO] \cdot k_{sol} \cdot \text{[OH}^-\text{]}_{\text{bulk}}$ along the surface normal (compare Sec. 5.2).

$$\frac{d[Ac^-]}{dt} = \int_0^\infty k_{sol} \cdot \text{[OH}^-\text{]}_{\text{bulk}} \cdot [H_2CCO] dx$$

$$= \int_0^\infty k_{sol} \cdot \text{[OH}^-\text{]}_{\text{bulk}} \cdot [H_2CCO]_{\text{surf}} \cdot e^{-\sqrt{\frac{k_{sol} \cdot \text{[OH}^-\text{]}_{\text{bulk}}}{D_{H_2CCO}}} x} dx$$  \hspace{1cm} (29)$$

solving the integral within the bounds finally gives

$$\frac{d[Ac^-]}{dt} = [H_2CCO]_{\text{surf}} \cdot \sqrt{D_{H_2CCO}} \cdot k_{sol} \cdot \text{[OH}^-\text{]}_{\text{bulk}}$$  \hspace{1cm} (30)$$

To verify our analytical result we compare the expected ketene profile of Equ. 28 using our finite difference solver assuming a constant $[\text{OH}^-]_{\text{bulk}}$ at pH 13, a boundary condition of $\frac{d[Ac^-]}{dt} = \frac{d[H_2CCO]}{dt} = 300 \text{ mA/cm}^2$ acetate partial current density and experimental $D_{H_2CCO}$.

S-43
and $k_{\text{sol}}$.\textsuperscript{S24} As shown in Fig. S22, the profiles obtained analytically and numerically are almost identical, minute differences are based on the grid spacing of the finite element solver.

![Concentration profile of ketene against the surface normal of the catalyst $x$. The concentration profile is solved via a finite difference solver (blue line) and analytically (grey dashed line) using Equ. 28 and 30 as further described in the text.](image)

Figure S22: Concentration profile of ketene against the surface normal of the catalyst $x$. The concentration profile is solved via a finite difference solver (blue line) and analytically (grey dashed line) using Equ. 28 and 30 as further described in the text.

### 7.2 Analytical expression for acetate selectivity

We can use the expression in Equ. 30 to evaluate the selectivity for acetate among the other C\textsubscript{2} products ($S^{C_{2}Ac^-}$) at the selectivity determining step in the conversion of ketene H\textsubscript{2}CCO(aq) (SDS-sol, see Fig. 3 main text). The selectivity follows:

$$S^{C_{2}Ac^-} = \frac{f_{Ac^-}}{f_{H_2CCO}^{\text{ads}} + f_{Ac^-}} = \frac{1}{\left(R^{C_{2}Ac^-}\right)^{-1} + 1}$$

where $f_{Ac^-}$ is the flux of acetate ($= \frac{d[Ac^-]}{dt}$), $f_{H_2CCO}^{\text{ads}}$ the flux of ketene adsorption and $R^{C_{2}Ac^-}$ is the ratio $\frac{f_{Ac^-}}{f_{H_2CCO}^{\text{ads}}}$ closely related to $S^{C_{2}Ac^-}$. For $R^{C_{2}Ac^-}$ we can derive the following expression inserting Equ. 30 for $f_{Ac^-}$:

$$R^{C_{2}Ac^-} = \frac{f_{Ac^-}}{f_{H_2CCO}^{\text{ads}}} = \frac{[H_2CCO]_{\text{surf}} \cdot \sqrt{D_{H_2CCO} \cdot [OH^-]_{\text{surf}} \cdot k_{\text{sol}}}}{\rho \cdot [H_2CCO]_{\text{surf}} \cdot \theta^* \cdot k_{H_2CCO}^{\text{ads}}} = \sqrt{D_{H_2CCO} \cdot [OH^-]_{\text{surf}} \cdot k_{\text{sol}} \cdot k_{H_2CCO}^{\text{ads}}}$$

where $f_{H_2CCO}^{\text{ads}}$ was substituted for the rate of ketene adsorption which is proportional to the surface concentration of ketene $[H_2CCO]_{\text{surf}}$ the amount of free sites $\theta^*$ and the adsorp-
tion rate constant \( k_{\text{ads}}^{\text{H}_2\text{CCO}} \). The roughness \( \rho(=\frac{A_{\text{ECSA}}}{A_{\text{Geo}}}) \) scales the catalyst surface \( (A_{\text{ECSA}}) \) dependent process \( f_{\text{H}_2\text{CCO}}^{\text{ads}} \) to the transport related process \( f_{\text{Ac}^-} \).

Equ. 32 captures the acetate selectivity trends with respect to \( \rho \) and pH, and shows that other decisive factors determining acetate selectivity are the \( \text{H}_2\text{CCO} \) diffusion, the rate of the solution reaction, and the (re-)adsorption rate of \( \text{H}_2\text{CCO} \). Both \( f_{\text{Ac}^-} \) and \( f_{\text{C}_2} \) have a first order dependence on \([\text{H}_2\text{CCO}]_{\text{surf}}\). Therefore, acetate selectivity has no net dependence on the ketene surface concentration. With no dependence on the latter and no potential dependent barriers, the only potential dependence in SDS-sol results from the local pH ([OH\(^-\)]_{\text{surf}}). This constitutes the main potential dependence at high overpotentials (see main text Fig. 4). The square-root dependence of \([\text{OH}^-]_{\text{surf}} \) scales weaker than the linear dependence of \( \rho \) which explains why an increase in \( \rho \) does not cancel with an increase in \([\text{OH}^-]_{\text{surf}} \) due to the accompanied change in local pH at high current densities.
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