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Section 1. Additional technical details of optics modelling 

We assume that the photo-excitation-de-excitation cycle of a fluorophore is dominated by the 

time it takes for a fluorophore to get excited. Furthermore, we assume that the excitation 

probability of a fluorophore is proportional to the electric field strength squared, |𝐄(𝑟, 𝑧)|2, which 

shows circular symmetry for the circularly symmetric geometrical system and illumination 

condition, with 𝑟 = 0 at the center of the nanowire cross-section and 𝑧 = 0 at the top of the 

substrate (here, we have assumed that the excitation of the fluorophore does not show anisotropy 

with regard to the orientation of the local electric field). Thus, we assume that we are far from 

saturation in illumination power – this assumption was assessed experimentally by observing that 

the increase in bleaching rate stays linear with increasing illumination power in Figure S65 where 

saturation would show up as a sublinear power dependence. 

We model the diffraction of incident light by solving the Maxwell equations with the finite-

element method in Comsol Multiphysics similarly as in Ref. [1]. The optical response of the 

constituent materials is described by their respective refractive indexes n. For GaP, we use values 

from2, for Al2O3 from3, and for the surrounding water, we use n = 1.33. 

We consider a plane wave at (vacuum) wavelength λ incident from a direction given by the polar 

angle θinc and azimuth angle øinc with polarization state pol. These incidence angles are defined 

such that 𝑘𝑧,𝑖𝑛𝑐 = 𝑘0𝑛inccos (θinc), 𝑘𝑥,𝑖𝑛𝑐 = 𝑘0𝑛inc sin(θinc) cos(øinc), and 𝑘𝑦,𝑖𝑛𝑐 =

𝑘0𝑛inc sin(θinc) sin(øinc). Here, 𝑛inc is the (possibly wavelength-dependent) refractive index in 

the medium from which light is incident from, in our case water. For the polarization, we use two 

orthogonal states, chosen as s and p polarization here, where s polarization shows a zero value for 



the z component of the electric field of the incident light (for the special case of θinc = 0 we choose 

the s polarization to be an incident plane wave whose electric field is y polarized). 

We use a scattered field formulation. There, we use as background field 𝐄bg(𝐫, 𝜆, θinc, øinc, 𝑝𝑜𝑙) 

the analytically known solution for the electric field for the case of a planar oxide layer on top of 

the substrate, that is, without the nanowire. In the simulations, we have chosen the magnitude of 

the electric field of the incident plane wave such that for given θinc, øinc, and pol it is 1 V/m. In 

more detail, we use the Fresnel coefficients at the top and the bottom interface of the oxide to 

create the solution, which includes the geometrical series within the oxide layer for the infinitely 

many round-trips of partial scattering within the oxide layer. Next, we include the oxide-coated 

nanowire as the scatterer and solve for the scattered field 𝐄sc(𝐫, 𝜆, θinc, øinc, 𝑝𝑜𝑙). Then, the total 

field is given by 𝐄(𝐫, 𝜆, θinc, øinc, pol) = 𝐄bg(𝐫, 𝜆, θinc, ø, pol) + 𝐄sc(𝐫, 𝜆, θinc, øinc, 𝑝𝑜𝑙). 

For the wide-field illumination, we assume incoherent plane waves from within the numerical 

aperture NA of the objective, with θNA = arcsin (
NA

𝑛𝑖nc
) the maximum incident angle, such that the 

intensity of the electric field at location 𝐫 is given by: 

|𝐄(𝐫, 𝜆)|𝟐 = ∑ ∫ ∫ |𝐄(𝐫, 𝜆, θinc, øinc, 𝑝𝑜𝑙)|𝟐sin(θinc)𝑑øinc𝑑θinc
2𝜋

0
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0𝑝𝑜𝑙=𝑠,𝑝 /
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With this choice for the normalization, |𝐄(𝐫, 𝜆)|𝟐 = 1 [
V

m
]

2

 corresponds to the same local 

intensity as on the fluorophore in the homogeneous liquid without nanowire, oxide, or substrate. 

For the fluorophores around the nanowire, we consider  

|E(𝑟, 𝑧, 𝜆)|2 = ∫ |𝐄(𝑥, 𝑦, 𝑧, 𝜆)|𝟐𝟐𝝅

0
𝑑ø/(2π) (S2) 



where 𝑥 = 𝑟cos(ø) and 𝑦 = 𝑟sin(ø). Importantly, due to the circular symmetry of the nanowire, 

in the calculations, we can exchange this ø averaging into an averaging over ø already in Eq. (S1). 

Hence, a simulation for a given  øinc gives all the information we need about the variation of the 

averaged field over the circumference of the nanowire at given r for all the possible incidence 

angles øinc. Thus, we need only to vary θinc and pol in the actual simulations. We performed the 

modelling with a step of 5 degrees in θinc, after initial test runs indicating that negligible 

differences occurred compared to a much finer, and computationally more costly, stepping at 1 

degree. 

For completeness, we introduce the terms |ENW(𝑟, 𝑧)|2 and |Eplanar(𝑧)|
2
 for a fluorophore in 

the vicinity of the nanowire and a flurophore on top of the planar substrate without the nanowire 

present.  

In the modelling, we assume that the fluorophores reside in a ΔFluor = 10 nm wide layer, in water, 

on top of the oxide. We calculate then the bleaching rate modification, relative to the fluorophore 

in the liquid, as (note that the substrate/oxide interface is located at z = 0 with positive z above the 

substrate): 

𝑀NW =
∫ ∫ |ENW(𝑟, 𝑧)|2𝑟𝑑𝑟𝑑𝑧

𝑟=𝑑/2+𝑡oxide+ΔFluor

𝑟=𝑑/2+𝑡oxide

𝑧=𝑡oxide+𝐿

𝑧=𝑡oxide

𝐿[(𝑑/2 + 𝑡oxide + ΔFluor)2 − (𝑑/2 + 𝑡oxide)2]/2
 

 

𝑀Planar =
∫ |Eplanar(𝑧)|

2
𝑑𝑧

𝑧=𝑡oxide+ΔFluor

𝑧=𝑡oxide
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Then, from 𝑀NW/𝑀Planar we obtain the value to compare with experiments. Importantly, when 

we use 𝑀NW/𝑀Planar to quantify the bleaching rate modification, we do not need as input the 

actual illumination power or the bleaching rate in the test liquid for a given illumination power. 

Therefore, 𝑀NW/𝑀Planar is independent of the exact choice of the fluorophore, as long as it can 

be excited at λ and the fluorescence is detected by our optical system. 

Note that 𝑀NW depends on 𝑟NW and 𝑡oxide (also on L but that dependence is insignificant for 

𝐿 ≥ 1000 nm at the modelled 𝜆 = 640 nm, see Figure S1), and 𝑀Planar depends on 𝑡oxide; 

furthermore, both depend on λ and NA.  

 

Figure S1.  𝑀NW/MPlanar for varying 𝐿 at NA = 1, λ = 640 nm, and toxide = 10 nm. The simulations are performed 
with a step of 5 nm in d. 

Section 2. Modelling of wavelength dependence of the enhancement 

At λ = 640 nm, n = 3.31 for GaP and 1.77 for Al2O3. At λ = 550 nm, n = 3.45 + i0.001 for GaP 

and 1.77 for Al2O3. At λ = 450 nm, n = 3.87 + i0.078 for GaP and 1.78 for Al2O3. The imaginary 

part of n, which gives to absorption, is negligible in GaP still at λ = 550 nm (the absorption length 



in bulk GaP, given by (4πIm(n)/λ)-1, is 40 μm). However, at λ = 450 nm, the absorption length has 

decreased to 460 nm. 

In Figure S2, we show the bleaching rate modification for these three excitation wavelengths. 

The peak that shows up at d = 115 nm for λ = 640 nm has shifted to d = 95 nm for λ = 550 nm and 

d = 70 nm for λ = 450 nm. This shift corresponds extremely well to the shifting to 𝑑′ =

𝑑[𝜆′/𝜆][Re(𝑛(𝜆))/Re(𝑛(𝜆′))] observed for diameter-dominated resonances in nanowires,4 which 

predicts a shift to d = 95 nm and 69 nm (this equation originates from the assumption that for a 

given resonance, the optical path length around the circumference of the nanowire, which is 

proportional to 𝑑Re(𝑛(𝜆))/ 𝜆, should be kept constant to stay at the resonance when d and/or λ is 

varied).  

In the simulations, the second peak at d = 220 nm at λ = 640 nm shifts to d = 180 nm at λ = 550 

nm and d = 130 nm at λ = 450 nm. The prediction from the change in λ and Re(n) is a shift to d = 

181 and 132 nm, respectively, in excellent agreement with the peak positions in the simulations. 

Notice that for λ = 450 nm, an additional higher order resonance shows up at d = 180 nm. 

Based on these results, we see that by tuning λ we can in a predictable manner tune at which d 

the peak enhancement occurs (if we know at which d the peak occurs for a given λ, or at which λ 

the peak occurs for a given d). 

Also, we see that for λ = 450 nm, the absorption in the GaP, through the non-negligible Im(n), 

causes a noticeable decrease in 𝑀NW/MPlanar (black line) as compared to the results from 

simulation where Im(n) = 0 was set for GaP (magenta line). 



 

Figure S2. 𝑀NW/𝑀Planar for 𝐿 = 2000 nm at NA = 1, and toxide = 10 nm. The simulations are performed with a step 
of 5 nm in d. 

 

 

Figure S3. Enhancement for varying incidence angle for 𝐿 = 2000 nm at λ = 640 nm, and toxide = 10 nm. The 

simulations are performed with a step of 5 nm in d. Here, we show in (a) the quantity 
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that corresponds to the electric field enhancement for varying incidence angle. 

 



 

Figure S4. Same as Figure 1 b for toxide = 10 nm in (a), but here additionally also for (b) toxide = 40 nm, (c) toxide = 70 
nm, and (d) toxide = 100 nm. 

Section 3. Photobleaching rate, excitation enhancement and intensity measurements 

 

Figure S5. Photobleaching rates for (a) planar GaP and NWs of varied d with toxide = 10 nm Al2O3; (b) NWs of d = 
109±10 nm and varied Al2O3 thickness. 
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Figure S6. Fluorescence intensity at the onset of photobleaching at varied excitation power for two NW diameters. 
Intensities were recorded at or normalized to identical imaging conditions (exposure and the like). 
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Figure S7. Experimentally measured photobleaching rate enhancement for NWs of varied d with toxide = 10 nm 
before averaging between samples of similar diameter (averaged datapoints are in rectangles). Uncertainties are 
assumed as the measurement uncertainty along y-axis, and diameter variation in the sample (Table S1). The data 
after averaging is shown in Figure 3. 

Section 4. Nanowire growth 

GaP (111)B wafers were used as growth substrates. The seeding particles were deposited on a 

GaP wafer from aerosol. MOVPE growth was carried out at Aix 200/4 (Aixtron AG) and started 



with axial growth at 480 °C to reach a desired length, followed by radial growth at 600 °C to 

increase the NW diameter from 50 nm (the diameter after axial growth equals that of the seed 

particle) to a desired value. Reagents for the growth are phosphine (PH3), trimethylgallium 

(Ga(CH3)3) and HCl. The dimensions of NWs were measured with SEM Hitachi SU8010 (Hitachi 

Ltd). Since the NWs are tapered, we assumed the characteristic diameter of a NW as measured at 

its half-length (see the diameters in Figure S8). 

 

Figure S8. SEM image of vertical NWs with d = 109±10 nm and toxide of (a) 30 nm and (b) 115 nm on GaP substrate. 
Samples observed under 30° tilt from top view so that the apparent NW length is half of the actual length.  

Section 5. Sample preparation, imaging and image segmentation 

For imaging, GaP substrates with NWs were glued with double-sided sticky tape in ibidi 6 

channel slides and sealed with a glass coverslip (#1). 

Nikon TE2000-U microscope with Nikon Fluor 60X/1.00 DIC water immersion objective was 

used with installed quad-band filterset (Semrock, 405/488/561/635 nm BrightLine quad-edge 

laser-flat dichroic beamsplitter, 390/482/563/640 nm BrightLine quad-band bandpass filter, 

446/523/600/677 nm BrightLine quad-band bandpass) and EMCCD camera Andor iXON Life 897 

(Andor Oxford Instruments). Fluorescence was excited with OBIS 640 nm LX 100 mW laser (see 



Figure S9 for the beam profile). Prior to imaging, laser excitation power was routinely calibrated 

using power meter Thorlabs PM100D. In our data, 100 % excitation power corresponds to 359 

µW, as measured when the power meter is placed on top of the used objective, in the light path 

within the microscope.  
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Figure S9. Profile of the laser beam entering the objective. The profile was measured with a CMOS camera 
Thorlabs Zelux™ 1.6 MP and plotted using the Radial Profile Extended plugin for ImageJ (http://questpharma.u-
strasbg.fr/html/radial-profile-ext.html). 

We did not measure the effective NA that the objective (nominal NA = 1) exhibits when used 

with the laser. Such an effective-NA measurement could be performed by measuring fluorescence 

interference oscillations5 which however requires a specialized setup. Another method, possible 

for objectives with NA > 1 but not for our NA = 1 objective, utilizes the total internal reflection 

angle for back focal plane observation of angular distribution of fluorescence6,7. Yet another 

alternative is precise interferometric measurements 8.  

Image segmentation in ImageJ9 after drift correction was performed as follows, not on the images 

used for measurements but on duplicates of those: we subtracted the background, then applied a 

sharpening and/or blurring kernel to facilitate thresholding. Depending on the sample, two 

different methods for threshold-based identification of sparsely located NWs were used. For 



samples with NW density of 0.5 μm-1, we typically used Otsu10 automatic thresholding. For less 

dense samples (0.2 μm-1, see Table S1 for the densities of all samples), we typically used Huang 

automatic thresholding11. We adjusted additional restrictions on circularity and size of selected 

spots to select predominantly single NWs (Figure S10), filtering out the close-standing ones that 

merge in a single blob, as well as debris.  

 

Figure S10. Fluorescence on NWs. In yellow – areas of NWs seen as diffraction limited spots, from which average 
intensity was taken for the calculation of R.  

d (nm) L (μm) Density (NWs/μm2) 

67 ± 4 2.4 ± 0.0 0.5 

68 ± 7 2.4 ± 0.2 0.5 

95 ± 11 2.2 ± 0.1 0.5 

99 ± 13 2.3 ± 0.1 0.5 

105 ± 3 1.8 ± 0.3 0.5 

109 ± 10 1.7 ± 0.1 0.2 

124 ± 4 2.5 ± 0.1 0.5 

131 ± 9 2.6 ± 0.1 0.2 

150 ± 17 2.3 ± 0.2 0.2 

190 ± 11 2.8 ± 0.1 0.5 

223 ± 9 2.2 ± 0.2 0.2 

Table S1. Density and length of the NWs in the study. Samples with similar (±10 nm) diameter, data for which were 
averaged in Figure 3, are color highlighted. 

Section 6. Refractive indexes and absorbance of GaP compared with other III-V materials 
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Figure S11. Refractive indexes 𝑛 (solid lines) and extinction coefficients 𝑘 (dashed lines) for some III-V 
semiconductor materials typically used for NWs. Values are from Refs. 2,12–14. 
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