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Further computational details.

Determination of the Hubbard Ueff term

The Ueff term of the Hubbard correction was determined by analyzing how this correction to DFT 

influences the material cell parameters as well as it localizes the unpaired electrons on the Co2+ 

cations. Results reported in Table S1 show that absence of Hubbard correction or low Ueff values 

leads to cell parameters that are closer to the X-ray determined ones. However, in these cases 

the spin density of Co2+ is partially delocalized. Increasing the Ueff term localizes the electron 

density on Co2+ but the optimized cell parameters become larger. An Ueff value of 3.0 eV appears 

to be a good compromise between spin density localization and cell parameters reproducibility 

and thus, it has been applied to all AIMD simulations. Remarkably, Ueff = 3.0 eV lies in between 

those suggested for Co3O4 in previous contributions.4–6 

Table S1. Cell parameters and magnetization on the Co2+ tetrahedric sites as function of the applied 

Hubbard correction. Experimental values are added for comparison.  

Method (Ueff in eV) a (Å) (e-)

PBE-D3 8.06 2.24 

PBE-D3-U (U = 2.0) 8.09 2.52

PBE-D3-U (U = 2.5) 8.09 2.57

PBE-D3-U (U = 3.0) 8.10 2.61

PBE-D3-U (U = 3.5) 8.10 2.64

PBE-D3-U (U = 4.0) 8.11 2.67
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Electronic Supplementary Material (ESI) for Nanoscale Horizons.
This journal is © The Royal Society of Chemistry 2022



SUPPORTING INFORMATION

Model construction 

The Co3O4-propylene interface model was constructed through three successive steps. First of 

all, a slab model of Co3O4 was developed. The Co3O4 surface used is a (1x1) stoichiometric 

crystalline slab of the (110) facet. We chose the (110) facet as it has been shown to be the 

predominant surface in Co3O4 nanorods11 and thus, it can be used as a representative example 

in the present simulations. The top outermost layer contains O2- anions and Co3+ cations and, 

similarly to other Co3O4 slab models reported in the literature, the thickness of the model is 

around 10 Å and it implies 4 material layers.6  In a second step, 13 propylene carbonate 

molecules were added in the vacuum box between images. This leads to a solution with a solvent 

density of around 1.2 g cm-3, which is in agreement with the propylene carbonate density at 

room temperature. The initial conformation of the propylene carbonate solvent molecules was 

obtained with the Packmol software,12 which creates initial configurations for MD simulations. 

Finally, a KX (X = Cl or I) unit was added to the model to account for the effect of the dissolved 

salt. The addition of one KX unit leads to solute concentrations of about 0.9 M. This value is 

higher than the concentration in experiments, but more dilute models are not feasible due to 

the required computational resources. Indeed, the final model already contains 283 atoms. 
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Fig. S1 Initial structures (two views) of the four AIMD simulations carried on. Label code: Co (blue), O (red), 

C (black), H (white), K (purple), Cl (green), I (pale orange).
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Fig. S2 Variation of the K···surface distance along the four AIMD simulations performed.

Fig. S3. Variation of the anion···surface distance along the four AIMD simulations performed.
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Fig. S4 Representative snapshots the four AIMD simulations. Label code: Co (blue), O (red), C (black), H 

(white), K (purple), Cl (green), I (pale orange).
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