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Computational Methodology

All the QD structures employed in this work have been derived from our previous work on 

investigating static non-stoichiometric QDs, where the structures were optimized to their ground-

states.1 The initial (unoptimized) structures had  symmetry with a hybrid wurtzite/zinc-blende 𝑇𝑑

arrangement of Cd and Se atoms, where wurtzite arrangement was present on the vertices of the 

tetrahedron, and zinc-blende arrangement was present in the core of the tetrahedron.  Here, we 

utilized ab-initio molecular dynamics (AIMD) simulations based on density functional theory 

(DFT) to run the dynamical simulations of QDs. The simulations were performed using the Vienna 

ab-initio simulation package (VASP 5.4.4)2,3 with a plane-wave basis set. The Perdew-Burke-

Ernzerhof (PBE)4 generalized gradient approximation (GGA) for the exchange-correlation 

functional was used with the projector augmented wave (PAW)5 potentials.  The core electrons 

were considered frozen and the valence electrons of Se-4s24p4, Cd-4d105s2, H-1s1, and Cl-3s23p5 

were treated self-consistently. The energy cutoff of 400 eV was used for truncating the plane-wave 
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basis set and a Monkhorst-Pack (MP)6 k-point mesh of 1×1×1 was employed to sample the 

Brillouin zone. Grimme’s DFT-D3 dispersion correction7 was applied to account for van-der-

Waals interactions. 

The QDs were placed in a 30Å×30Å×30Å simulation cell, such that the periodic images were 

separated by at least 15Å and did not have any spurious interactions. The ground state QD 

structures were first heated from 0 K to 300 K using repeated velocity rescaling for 3 ps. Then 

these structures were equilibrated at 300 K again using velocity rescaling for another 6 ps. Finally, 

the structures were equilibrated in a microcanonical NVE ensemble for 35 ps. The first 25 ps of 

this final step were considered equilibration and the final 10 ps were considered as the production-

run to be utilized for the analysis of various properties. For the integration of Newton’s equations 

of motions in the AIMD simulations, we chose a timestep of 1 fs. As our main aim in this work is 

to understand the thermal effects on dynamics of QDs, we have performed the AIMD simulations 

in gas phase, without considering the solvation effects. This choice is well justified by the amount 

of dynamical trajectory that we have been able to capture (at picosecond timescales), which 

otherwise would have been very challenging using dynamical solvation in VASP computational 

package. Future work will aim at addressing the effects of solvation on the dynamics.

For quantifying the influence of thermal effects on the structure of the QDs, root-mean square 

fluctuations (RMSF) of both Cd and Se atoms were determined. The RMSF is evaluated by 

measuring how much each atom fluctuated from its mean position during the MD production 

simulation. This provides an average fluctuation for each atom over the simulation and the root 

mean square is evaluated considering all atoms of the same kind (Cd or Se). This calculation 

involves aligning the coordinates of all the atoms so that only the fluctuations of atoms could be 

measured excluding the effects of translation and rotation of QD. This alignment and RMSF 

calculations were performed in the visual molecular dynamics (VMD) software.8 The power 

spectra were obtained from the AIMD trajectory by calculating the Fourier transform of the 

velocity autocorrelation function of the QD atoms. An open-access code, Trajectory Analyzer and 

Visualizer (TRAVIS)9–12 was utilized to obtain these power spectra. The off-resonant Raman 

spectra were obtained from DFT calculations using Gaussian1613 software package, where the 

B3LYP14,15 hybrid exchange-correlational functional was used. Here the atom-centered basis sets 

were used: LANL2DZ16–18 for Cd and Se (effective core potential (ECP) LANL2 was used for 
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core electrons with the double-zeta quality treatment of valence electrons), and full electron 6-

31G*19,20 basis set was used for H and Cl atoms. The geometry optimization was first performed 

followed by the frequency analysis, which yielded off-resonant Raman Spectra. A Gaussian 

broadening with a half-width at half-height of 4 cm-1 was employed to obtain the Raman spectra 

from the calculated line-stick spectra. The frequencies from the peaks of the Raman spectra in the 

optical region were visualized using the Chemcraft software.21 Note that, Frohlich mechanism that 

captures the interaction between longitudinal optical phonon modes and electrons, is not explicitly 

included in these calculations. We verified that Raman spectra do not change with larger basis sets. 

As shown in Figure S5, the spectra calculated for Se-rich QD, using triple-split CEP-121G,22–24 

Stuttgart SDD25 bases (with and without polarization) appear similar to the one calculated using 

LANL2DZ basis. For the polarization in SDD, one d and one f polarization functions are added on 

Se and Cd, respectively. The exponents for the polarization functions are 0.338 and 1.598, 

respectively, taken from Def2-SVP basis set.26 In addition, the peaks of the spectra represent 

similar vibrational modes.

For the electronic structure calculations, the structures were sampled every 20 fs of the AIMD 

simulation, corresponding to a total of 500 structures for each simulation. The HOMO and LUMO 

were visualized using the VESTA27 v3.5.7 software package. The NAMD simulations were 

performed using the first 5 ps AIMD production-run trajectories. For each QD, 5000 structures 

from the AIMD trajectory and 500 stochastic realizations were considered for calculating the 

electron-hole pair recombination over a period of 20 ps using the PYXAID code.28,29 This code 

employs the neglect of back-relaxation approximation (NBRA), where it is assumed that the 

change in the electronic state does not affect the nuclear trajectories. This approach is based on the 

classical path approximation (CPA). We believe that this approximation is appropriate for the 

current study as we model small charge-neutral QDs, ligated with strongly bound ligands, not 

undergoing ligand loss with subsequent creation of surface defects or severe surface modifications 

during electronic excitations. The population dynamics with time has been calculated using density 

matrix formalism.23 Due to the lack of detailed theoretical formalism, the excitonic effects have 

not been considered in the present NAMD simulations. The vibrationally-induced dephasing 

processes and associated timescales are calculated using the optical response function formalism. 

23 We note that the choice of functionals affect the quantitative results from NAMD simulations, 
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however, employing hybrid functionals or considering many-body effects requires significant 

computational effort and could be explored as a separate study. 

Figure S1. The ground state atomic structures of the five QD configurations for Se-rich and Cd-
rich QDs, derived from our previous work.1 The red arrows point to the surface atoms that are non-
ligated (without ligand capping) before geometry optimization. Atoms in yellow: Se, grey: Cd, 
white: H, green: Cl.
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Figure S2. The root-mean-square fluctuation (RMSF) of Se and Cd atoms in five configurations 
of (a) Se-rich and (b) Cd-rich QDs. The RMSF values for each configuration are derived from the 
last 10 ps of the AIMD simulations at 300 K. The indexing of QDs corresponds to their energetic 
stability at room temperature, where the configurations are numbered in the ascending order of 
energy, i.e. Se1 is more energetically stable compared to Se5. Se atoms in all Se-rich QDs have 
higher fluctuations compared to Cd atoms, whereas Cd atoms in all Cd-rich QDs have higher 
fluctuations compared to Se atoms.
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Figure S3. The representative vibrational modes corresponding to the peaks in the frequency range 

above 300 cm-1 in the Raman spectrum of Se-rich QD. The plotted modes appear at (a) 405 cm-1 

and (b) 432 cm-1. These high frequency modes originate from the Se-H bending. The blue arrows 

reflect the displacement vectors of respective atoms.  

Figure S4. The representative vibrational modes corresponding to the peaks in the frequency range 
above 220 cm-1 in the Raman spectrum of Cd-rich QD. The plotted modes correspond to peaks at 
(a) 237 cm-1, (b) 253 cm-1, and (c) 311 cm-1. These high frequency modes originate from the Cd-
Cl(terminal) stretching motion. The blue arrows reflect the displacement vectors of respective atoms. 
 

Note that the distinct sharp peak at 311 cm-1 for this QD is assigned to the stretching mode of a 

Cd-Cl bond on the surface (Supplemental Figure S4). Such peak most likely appears due to a 

coincidentally specific configuration of atoms on the modeled surface and cannot be considered 

as the general vibrational feature.
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Figure S5. Raman Spectra calculated for Se-rich QD using four basis sets: LANL2DZ, CEP-121G, 
SDD, and SDD with polarization (SDDpol). The spectra (shown in red) are obtained with Gaussian 
broadening (half-wide at half-height of 4 cm-1) of the line-stick spectra (shown in blue) defining 
the positions of the vibrational normal modes and their Raman intensities.
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