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Experimental Procedures

Photoelectron spectroscopy. The experiments were carried out using a magnetic-bottle (MB) photoelectron spectroscopy (PES) apparatus 

equipped with an electrospray ionization source (ESI), a quadrupole mass spectrometer (QMS), a temperature-controlled 3D cryogenic ion trap 

and a time-of-flight (TOF) mass spectrometer.1 In order to produce all desired hydrated anion clusters of B12X12
2−·H2O (X = H, F, I), ~1 mM ESI 

solutions of inorganic salts K2[B12H12].1CH3OH and Na2[B12F12] dissolved in water/methanol (1/3 ratio), and the organic salt [Et3NH]2[B12I12] dissolved 

in water/acetonitrile (1/3 ratio) were prepared and sprayed into the gas phase. The hydrated anions were first detected in QMS with their mass 

intensity distributions tunable by adjusting ESI conditions. The produced hydrated anions were then guided into the cryogenic ion trap (set at 20K) 

where they were accumulated and cooled by collisions with a cold buffer gas (20% H2 balanced in He) for 20 – 100 ms, before being pulsed out 

into the extraction zone of the TOF mass spectrometer for the second mass-to-charge analysis at a repetition of 10 Hz. The hydrated clusters were 

each mass-selected and decelerated before being photodetached by 193 nm (6.424 eV) or 157 nm photons (7.866 eV) in the interaction zone of 

the MB photoelectron analyzer. The photodetaching lasers were operated at 20 Hz rate with ion beam off at alternating laser shots to implement 

shot-to-shot background subtraction. Photoelectrons were collected at nearly 100% efficiency by MB and analyzed in a 5.2-m long calibrated 

electron flight tube. Recorded electron flight times were converted into kinetic energies. Electron binding energies (EBEs) were obtained by 

subtracting electron kinetic energies from detachment photon energies used. The energy resolution (∆E/E) was about 2%, i.e., ∼20 meV full width 

at half maximum (FWHM) for 1 eV kinetic energy electrons. The experimental vertical detachment energy (VDE) was obtained from the maximum 

of the lowest EBE band in each spectrum. 

Quantum chemical calculations. To obtain global minimum and low-lying isomers of B12X12
2−·H2O (X = H, F, I), a systematic optimization protocol 

including global semi-empirical quantum mechanical method, density functional theory (DFT), and domain-based local pair natural orbital (DLPNO) 

coupled-cluster method was performed.2-9 Initially, 20,000 structures for each B12X12
2−·H2O (X = H, F, I) were generated by the Molclus code.10 The 

semiempirical quantum mechanical method GFN2-xTB11, 12 was employed to optimize the initial geometries in gas phase. A series of energetically 

low-lying structures were selected and then re-optimized at the PBE013/aug-cc-pVTZ(-pp)14, 15 level with Grimme’s dispersion corrections of 

GD3BJ.16, 17 The resulting low-lying isomers were then sorted by high-level DLPNO-CCSD(T)/aug-cc-pVTZ(-pp) method using the ORCA code.18 The 

corresponding frequency analyses were performed for lowest-lying structures to ensure that the identified structures are minima on the potential 

energy surfaces without imaginary frequencies. Gibbs free energies were then calculated with a scale factor of 0.977119 for zero-point energy and 

using quasi-rigid-rotor harmonic oscillator20 to consider low-frequency contributions at the PBE0/aug-cc-pVTZ(-pp) level utilizing the Shermo 

code.21 Finally, the thermal corrected Gibbs free energies at 20 K were included to confirm the most stable configuration. The theoretical vertical 

detachment energies (VDEs) were determined as the energy differences between the corresponding monoanions and dianions based on the 

dianion’s optimized geometries. Fundamental frequency scaling factor is set to 0.955 in simulating vibrational spectra at the PBE0/aug-cc-pVTZ(-

pp) level. The energy decomposition analysis was further performed by the symmetry adapted perturbation theory (SAPT)22 at the SAPT2+23/aug-

cc-pVDZ(-pp)14, 15 level using the PSI4 code.24 ETS-NOCV analysis, QTAIM and CVB analysis, independent gradient model (IGM) plots and restrained 

electrostatic potential (RESP) charges were generated by the Multiwfn 25 code and the corresponding isosurfaces were rendered by the VMD 

program.26 All DFT calculations were carried out using the Gaussian 16 code.27 

Ab initio molecular dynamics simulations. Ab initio molecular dynamics (AIMD) simulations were performed using the ORCA 5.0.1 code.18 The 

B97-3C/def2-mTZVP method was employed during the AIMD process, considering its good balance between the computational cost and accuracy 

in describing the noncovalent interactions.28 A time step of 0.5 fs was set and a time constant of 30 fs was employed for canonical sampling through 

velocity rescaling (CSVR)29 to maintain the system temperature. The representative 2000 fs trajectories taken out from a total of 30 ps dynamic 

trajectories were calculated at different temperatures (20, 30, 40, 50, 60, 70, 100, and 298.15 K). The most stable configuration of each cluster was 

employed as the initial state and the atom velocities were initialized by the Maxwell-Boltzmann distribution at the corresponding temperatures.
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Results and Discussion

 

Figure S1. Comparing 20 K 193 nm (6.424 eV) versus 157 nm (7.866 eV) NIPE spectra of B12H12
2−·nH2O (n = 0, 1). A second spectral band with high binding energy shown up at 157 

nm is suppressed or completely cut-off by RCB at 193 nm.

Figure S2. (A) Bond lengths (Å) of two B-H···H-O DHBs in B12H12
2−·H2O and two B-F···H-O HBs in B12F12

2−·H2O as a function of simulation time collected from AIMD trajectories within 
2000 fs after equilibrium. (B) Simulated vibrational spectra of B12X12

2−·nH2O (X = H, F, I; n= 0-1) along with the isolated H2O. Note that the intensity of the infrared peaks under 
500 cm-1 was amplified eight times (x8).
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Figure S3. Specific vibrational modes of B12X12
2−·H2O (X = H, F, I) and isolated H2O. 

Figure S4. Components of vibrational modes 4 and 5 for B12H12
2−·H2O. 
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Table S1. Experimental vertical detachment energies (VDEs) and comparison with calculated VDEs using PBE0, DLPNO-CCSD(T), and IP-DLPNO-EOM-CCSD methods with the aug-
cc-pVTZ(-pp) basis set for B12X12

2−·nH2O (X = H, F, I; n = 0, 1) (in eV). 

B12H12
2– B12H12

2−·H2O B12F12
2– B12F12

2−·H2O B12I12
2– B12I12

2−·H2O

Expt. 1.15 1.46 1.85 2.11 2.80 2.91

DLPNO-
CCSD(T)

1.36 1.70 2.07 2.34 2.86 3.05

IP-DLPNO-
EOM-CCSD

1.31 1.63 2.03 2.32 3.08 3.18

PBE0 1.29 1.61 1.79 2.07 2.33 2.47

Table S2. Total restrained electrostatic potential charges (RESP charges) of all the B and X atoms in B12X12
2– and B12X12

2−·H2O (X = H, F, I) at PBE0/aug-cc-pVTZ(-pp) level.

B12H12
2– B12F12

2– B12I12
2–

B H B F B I

isolated 0.73 -2.73 2.96 -4.96 -1.32 -0.67

H2O 0.49 -2.41 2.81 -4.75 -1.61 -0.34

Table S3. The water binding energies (in kcal/mol) for B12X12
2−·H2O (X = H, F, I) calculated by the direct-ΔE and SAPT methods. The ΔZPE and –TΔS (20K) denotes the ZPE and 

entropic correction, respectively, and the corresponding contribution to ΔE were shown in parentheses. 

B12H12
2−·H2O B12F12

2−·H2O B12I12
2−·H2O

Direct ΔE -12.264 -11.447 -9.762

ΔZPE 0.244 (2.0%) 0.287 (2.5%) 0.262 (2.7%)

-TΔS 1.941 (1.6%) 1.936 (1.7%) 1.145 (1.2%)

SAPT -14.308 -13.164 -8.737
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Table S4. (a) Calculated quantum theory of atoms in molecules (QTAIM) topological descriptors at the bond critical point (BCP) of (D)HBs and other core-valence bifurcation (CVB) 
indices for the studied complexes. 

QTAIM  index CVB index

ρ(r)

(a.u.)

H(r)

(a.u.)

∇2𝜌(𝑟)

(a.u.)

H(r)/ρ(r) |V(r)|/G(r) ELF(C-V)

(a.u.)

B12H12
2−·H2O 0.017 0.00026 0.041 0.016 0.974 0.0882

B12F12
2−·H2O 0.019 0.00213 0.076 0.112 0.874 0.0878

B12I12
2−·H2O 0.007 0.00058 0.018 0.095 0.830 0.0868

ρ(r): density of all electrons, the value of ρ(r) at BCP are closely related to bonding strength and bonding type respectively for analogous bonds (J. Comput. Chem. 2019, 40, 2868).
H(r): electronic energy density, the negative and positive values imply the bond has covalent and non-covalent nature, respectively (Angew. Chem. Int. Ed., 1984, 23, 627).

: Laplacian of electron density at BCP, negative and positive values imply that the major nature of the bond is covalent and non-covalent, respectively (J. Comput. Chem. ∇2𝜌(𝑟)
2019, 40, 2868). 
H(r)/ρ(r): The physical meaning denotes energy density of unit electron at BCP, negative and positive values imply that the major nature of the bond is covalent and non-covalent, 
respectively. (J. Chem. Phys., 2002, 117, 5529)
|V(r)|/G(r): the ratio of absolute potential energy density |V(r)| to Lagrangian kinetic energy density G(r) at BCP. The bonding mainly belongs to close-shell interaction (< 0) and 
intermediate (0 ~ 2) interaction and covalent interaction (> 2) (J. Chem. Phys., 2002, 117, 5529).
ELF(C-V): the electron localization function (ELF) bifurcation value between ELF core domain and valence domain (J. Chem. Phys. 1990, 92, 5397).

(b) schematic diagram of the bond critical point (BCP) of (D)HBs
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Table S5. (A) Energy decomposition analysis (EDA) of different components (in kcal/mol) for B12X12
2−·H2O (X = H, F, I) calculated at SAPT2+/aug-cc-pVDZ(-pp) level. (B) The 

differences of each EDA term of B12X12
2−·H2O (X = F, I) relative to the respective term of B12H12

2−·H2O. The attractions and repulsion terms were converted to positive and negative 
values in Figure 3.

(A) B12H12
2−·H2O B12F12

2−·H2O B12I12
2−·H2O

Electrostatic (Elst.) -16.578 -16.057 -9.877

Exchange (Exch.) 12.141 11.073 8.206

Induction (Ind.) -4.736 -3.883 -2.501

Dispersion (Disp.) -5.136 -4.297 -4.564

(B) B12H12
2−·H2O B12F12

2−·H2O B12I12
2−·H2O

ΔElst. 0 -0.521 -6.701

ΔExch. 0 1.068 3.935

ΔInd. 0 -0.852 -2.234

ΔDisp. 0 -0.839 -0.571

Total ΔBE 0 -1.144 -5.571

Table S6. Frequencies (in cm-1) and transition intensities (km/mol) of the selected vibrational modes in B12X12
2−·H2O (X = H, F, I) and isolated H2O.

B12H12
2  ·H2O B12F12

2  ·H2O B12I12
2  ·H2O H2O

Mode
Freq./

cm−1

IIR/

km/mol
Mode

Freq./

cm−1

IIR/

km/mol
Mode

Freq./

cm−1

IIR/

km/mol
Mode

Freq./

cm−1

IIR/

km/mol

𝜈4 232.7 34.3

𝜈5 253.3 20.1

𝜈25 323.6 0.0 𝜈24 81.3 1.2

𝜈26 339.1 60.9 𝜈35 224.4 37.7

𝜈16 583.1 81.7 𝜈39 548.4 108.9 𝜈42 406.7 92.0

𝜈61 1608.3 295.8 𝜈73 1625.5 210.7 𝜈73 1593.1 205.7 𝜈1 1607.4 70.2

𝜈63 2368.6 445.4

𝜈74 3574.8 313.0 𝜈74 3612.5 236.2 𝜈74 3617.0 172.5 𝜈2 3624.6 5.6

𝜈75 3596.8 57.0 𝜈75 3655.9 94.2 𝜈75 3672.4 47.8 𝜈3 3694.3 52.6
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