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Data Availability 
The data on the Materials Project can be found at https://materialsproject.org. A summary of the tabulated 

VASP data is stored as a JSON file at the following DOI: 10.5281/zenodo.7098518. The VASP output files 

are stored on NOMAD1,2 at the following DOI: 10.17172/NOMAD/2022.11.25-2. The code underlying the 

effective chemisorption model can be found at https://github.com/sudarshanv01/single-atom-alloys (DOI: 

10.5281/zenodo.7358098). 

Methods 

Screening the Materials Project and Identifying Trends 

Filtering Process 
For the structures considered in this work, we used the Materials Project Application Programming 

Interface (API)3 to identify materials on the Materials Project with available DOS data that can be classified 

as d-block containing intermetallics with localized d states. The filtering process that corresponds with 

Figure 1b is summarized as follows: 

- Level 1: All materials on the Materials Project with DOS data. 

- Level 2: The subset of structures in Level 1 that have at least two unique elements and all the 

elements are metals or metalloids, as defined in Pymatgen. 

- Level 3: The subset of structures in Level 2 that have at least one d-block metal, do not contain 

lanthanoids or actinoids, and are classified as metallic (i.e. has a 0 eV band gap) using the band gap 

data on the Materials Project. 

- Level 4: The subset of structures in Level 3 with localized d states for group 3–11 metals. We chose 

group 3–11 metals, as the transition metals are most commonly considered for catalytic 

applications. Nonetheless, we note that other elements can also exhibit localized d states, such as 

Zn in Au2CuZn (mp-864623). 

- Level 5: The subset of structures in Level 4 with an energy above hull lower than 0.1 eV/atom 

using the data on the Materials Project. 

Note that some of the intermetallics on the Materials Project are alloys with the disorder removed for the 

purpose of high-throughput DFT calculations.4 Nonetheless, all such structures are considered in this work. 

Screening for Localized d States 
The signal processing functions in SciPy5 were used to identify peaks in the d-projected DOS for each 

unique element in a given structure. A peak was identified based on a height and prominence that are both 

at least 25% of the maximum value in the d-projected DOS and a width of least four data points. Any 

materials with more than one peak in the element- and d-projected DOS were filtered out. A peak in the 

DOS was considered to be highly localized if a Gaussian fit exhibits an 𝑅2 value of 0.9 or higher, has a 

base height (i.e. at the tails) that is less than 10% of the maximum value in the DOS, and exhibits a standard 

deviation less than 0.3 eV. To account for materials with asymmetric, spin-polarized DOS, we performed 

the aforementioned analysis separately for each spin channel where applicable. If at least one spin channel 

has a localized d state based on the aforementioned criteria, the materials was retained in the screening 

process. In this work, materials with localized d states were only considered if the peak maximum was 

located inside the valence band. Given the numerical fluctuations present in DFT-computed DOS, we 

acknowledge that this fitting approach is not perfect and will inevitably result in occasional 

misclassifications. Nonetheless, we found this approach to be sufficiently reliable for screening purposes. 

Density of States Plots for Bulk Intermetallic Compounds 
The DOS for the bulk structures plotted in Figure 1a and Figure 2c were obtained from the Materials Project 

and are based on PBE6 calculations carried out in the Vienna ab initio Simulation Package7–10 (VASP). The 

corresponding entries on the Materials Project are specified via their Materials Project IDs in the figure 

captions for ease-of-reference. For the periodic trend analyses in Figure 3 and Figures S7–S11, we chose 
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to recalculate the DOS for each bulk intermetallic compound using the Materials Project-compatible band 

structure workflow available in Atomate11 v.1.0.3 and using VASP v.6.3.0. This is because some of the 

settings on the Materials Project have evolved over time (e.g. increased 𝑘-point density, use of LMAXMIX 

and LASPH), and we wanted to ensure the DOS were directly comparable. Additionally, many of the 

structures in Figure 3 and Figures S7–S11 were not previously available on the Materials Project. 

Partial Charge Calculations 
Bader charges12–14 were computed via v.1.04 of the Henkelman group bader code. Voronoi deformation 

density (VDD) charges15 were computed using Critic216 (commit 84692b2). Density-Derived 

Electrostatic and Chemical (DDEC6) charges17,18 were computed via Chargemol v.09-26-2017. For the 

partial atomic charges of the bulk structures (e.g. Figure 2b), the charge densities were generated using the 

MPStaticSet settings in Atomate11 and the DFT-optimized structures from the Materials Project. We 

recalculated the charge densities for each structure even for those with charge densities available on the 

Materials Project because some entries originally used the ADDGRID keyword in VASP, which we found 

can lead to erroneous partial atomic charges. If the absolute value of the sum of charges for a bulk material 

was found to be greater than 0.1, it was excluded from the partial charge analysis due to high numerical 

uncertainty (not uncommon with the VDD method in Critic2). 

Surface and Adsorption Energy Calculations 

Slab Generation and Adsorbate Placement 
The initial geometry for the bulk structures were adopted from the Materials Project (v2021.11.10) using 

the Materials Project API.3 The atomic positions and unit cell were re-relaxed using the same setting as the 

slab and slab–adsorbate calculations (see “Density Functional Theory Parameters” below). Pymatgen was 

then used to systematically construct surface slabs.19 Each slab has a minimum height of 10 Å, minimum 

length and width of 8 Å, and minimum vacuum size of 20 Å. Atoms located 2 Å below the surface were 

fixed to mimic bulk constraints of the surface structure. For each bulk structure, unique low-miller index 

surfaces (up to a miller index of 1 in each dimension) were carved. Since some structures considered in this 

work have relatively low symmetry, a large number of unique surfaces can potentially be generated using 

this approach. For computational convenience, we selected a random subset of three generated slabs (except 

for the elemental structures for which we retained all such low miller-index slabs). For all calculations 

involving slab models, the cell shape and volume were kept fixed. 

Using the adsorption site-finding method in Pymatgen,20 adsorbates were placed in an atop 

adsorption mode on unique adsorption sites for each slab and allowed to relax along with the surface atoms. 

We chose to model CO adsorption in an atop configuration for the purpose of identifying how localized d 

states influence reactivity, although we acknowledge that this will not always be the minimum energy 

adsorption mode. We used the CrystalNN21,22 algorithm in Pymatgen (with the porous correction disabled) 

to confirm that the adsorbate was still present in an atop position after the structure relaxation. To avoid 

generating structure–property relationships in rare cases of surface reconstruction, we used the 

StructureMatcher algorithm in Pymatgen to exclude materials where the slab is no longer considered to 

be the same before and after adsorbate binding. 

Density Functional Theory Parameters 
High-throughput DFT calculations for the surface and adsorption energy analysis were orchestrated using 

the Quantum Accelerator (QuAcc) v.0.0.3 code,23 which is inspired by Atomate211 and built upon the 

Atomic Simulation Environment (ASE),24 Pymatgen,25 Custodian,25 Jobflow, and FireWorks.26 In analogy 

to prior work,27 the automated workflow consists of a bulk structure relaxation, slab generation, slab 

structure relaxations (with fixed lattice constants), automated adsorbate placement, and subsequent 

geometry optimizations of the slab–adsorbate structures. For the DFT settings, we used VASP v.6.3.0, the 

RPBE functional,28 a 450 eV plane-wave kinetic energy cutoff, and the VASP-recommended v.54 projector-

augmented wave (PAW)29,30 PBE6 pseudopotentials. We chose to use RPBE as opposed to PBE for the 
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adsorption energy calculations since the former is known to be more accurate for CO chemisorption.20,28,31 

A Γ-centered 𝑘-point grid of 50 Å/𝑎 × 50 Å/𝑏 × 50 Å/𝑐 was adopted for the bulk calculations with the 

number of 𝑘-points in each dimension rounded up to the next highest integer. For slab calculations, the 

same 𝑘-point mesh was used but with a single 𝑘-point in the 𝑐 dimension (i.e. the dimension containing 

vacuum, as described below). The accurate-precision keyword was enabled in VASP, the self-consistent field 

(SCF) was converged to at least 10-5 eV, the forces were converged such that the magnitude of the maximum 

force is less than 0.03 eV/Å, and symmetry constraints were disabled during structure relaxations. By 

default, Gaussian smearing was used for structure relaxations with a smearing width of 0.05 eV. The 

tetrahedron method with Blöchl corrections32 was used for single-point calculations since this is 

recommended for producing accurate DOS. For the DOS plots throughout this work, Gaussian broadening 

with a standard deviation of 0.1 eV was applied to smooth the otherwise jagged nature of the DOS when 

computed using the tetrahedron method. A dipole correction was applied in the vacuum dimension for the 

slab calculations.33 The converged magnetic moments from the Materials Project were used as the initial 

guess for the RPBE structure relaxations carried out in this work where applicable. 

Adsorption energies were calculated such that a more exothermic value is indicative of stronger 

binding and were calculated using the corresponding isolated gas-phase molecule for the reference-state. 

The adsorption energy of CO, Δ𝐸CO, was therefore calculated as 

Δ𝐸CO = 𝐸CO∗ − (𝐸∗ + 𝐸CO (g)) (S1) 

where 𝐸CO∗  is the energy of the slab–adsorbate system, 𝐸∗ is the energy of the adsorbate-free slab, and 

𝐸CO (g) is the energy of a single, isolated CO molecule in a box with ~20 Å of vacuum space in each 

dimension. 

Definitions of the Density of States Features 
The 𝑑-band center, 𝜀𝑑, was calculated as the first power moment given by 

𝜀𝑑 =
∫ 𝜌𝑑(𝜀)𝜀 𝑑𝜀

∞

−∞

∫ 𝜌𝑑(𝜀) 𝑑𝜀
∞

−∞

(S2) 

where 𝜀 is the energy (with respect to the Fermi level), and 𝜌𝑑 is the d-projected density of states. The d-

band width, 𝑊𝑑, was calculated as 

𝑊𝑑 = (
∫ 𝜌(𝜀)(𝜀 − 𝜀𝑑)2 𝑑𝜀

∞

−∞

∫ 𝜌(𝜀)
∞

−∞
 𝑑𝜀

)

1
2

(S3) 

The d-band upper edge, 𝜀𝑢, was calculated either via the definition of Xin et al.34 or Vojvodic et al.35 given 

as  

𝜀𝑢,Xin = argmax
𝜀

1

𝜋
𝑃 ∫

𝜌(𝜀′)

𝜀 − 𝜀′
𝑑𝜀′

∞

−∞

(S4) 

where 𝑃 is principal value of the integral and 

𝜀𝑢,Vojvodic = 𝜀𝑑 +
𝑊𝑑

2
(S5) 

respectively. These properties have since been added to Pymatgen as of v2022.3.24. 
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Materials Selection for Surface and Adsorption Energy Calculations 
For the surface relaxations and adsorption energy calculations, we selected intermetallics with localized d 

states on Rh, Ir, Pd, Pt, and Cu based on the screening process shown in Figure 1. To reduce the 

computational burden, structures with magnetic character were not considered for this analysis. We also 

omitted surface and CO adsorption calculations for any materials where the d-projected DOS of the surface 

site was predicted to have a larger d-band width than the elemental reference surface despite the bulk d-

band of the former being comparatively narrow. This occurred for the Cu binding sites of CuMPd2 (M = 

Al, Zn, Ga, In). At the end of the screening procedure, a total of 195 unique DFT-optimized intermetallic 

surface slabs with corresponding CO adsorption energies were calculated. The remaining structures did not 

complete within the pre-specified 48-hour wall-time or had an error that could not be automatically 

corrected using Custodian. 

Modified Newns-Anderson Model 
The hybridization energy, 𝐸hyb, the orthogonalization energy, 𝐸ortho, and the chemisorption energy, 

Δ𝐸chemi, are all generated through the method described by Vijay and coworkers.36 In this section, we 

briefly describe the method as well as the input quantities needed from the DFT calculations. 

Δ𝐸chemi is broken down as the sum of two components,  

Δ𝐸chemi(𝜖𝑑 , 𝑤𝑑) =  𝐸hyb(𝜖𝑑 , 𝑤𝑑)  +  𝐸ortho(𝜖𝑑 , 𝑤𝑑) (S6) 

where 𝜖𝑑 and 𝑤𝑑 are the d-band center and d-band width, respectively.  𝐸hyb(𝜖𝑑 , 𝑤𝑑) is given by a modified 

form of the Newns-Anderson expressions, 

𝐸hyb(𝜖𝑑, 𝑤𝑑) =
2

𝜋
∫ arctan

𝜖f

−∞

(
Δ𝑑 + Δ0

𝜖 − 𝜖𝑎 − Λ
) 𝑑𝜖 − 2𝜖𝑎 (S7) 

where Δ𝑑 is a continuous coupling element between the d-states of the metal to which the adsorbate is 

bound and the states of the adsorbate, Δ0 is an augmentation (to the adsorbate density of states) due to the 

sp-density of states of the metal, 𝜖𝑎 is the re-normalized energy level of the adsorbate, Λ is the Hilbert 

transform of Δ𝑑, and 𝜖f is location of the Fermi level. 

The orthogonalization energy is given by,  

𝐸ortho(𝜖𝑑 , 𝑤𝑑) = −2(𝑛𝑎 + 𝑓)𝑉𝑎𝑘 (S8) 

where 𝑉𝑎𝑘 is the effective coupling matrix element, 𝑓 is the fractional filling of the metal density of states 

given by 

𝑓 = ∫ Δ𝑑

𝜖f

−∞

, (S9) 

and 𝑛𝑎 is the occupancy of the adsorbate comes from the adsorbate density of states 𝜌𝑎𝑎 given by 

𝑛𝑎 = ∫ 𝜌𝑎𝑎

𝜖f

−∞

(S10) 

where  

𝜌𝑎𝑎(𝜖) = 𝜋−1
Δ𝑑 + Δ0

[𝜖 − 𝜖𝑎 − Λ]2 + (Δ𝑑 + Δ0)2
. (S11) 
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Throughout this work, we use Δ𝑑 directly from the DFT-calculated d-projected density of states of the 

binding site on the bare elemental or intermetallic surface, 𝜌𝑑, such that  

Δ𝑑  = 𝜋 𝑉𝑎𝑘
2  𝜌𝑑 . (S12) 

Since 𝜌𝑑 is on a numerical grid, all quantities used in the computations and their associated integrals are 

computed numerically using numpy.trapz.37 

Model Parameters for CO Adsorption in the Modified Newns-Anderson Model 
In this work, we use the Blyholder model38 to understand CO chemisorption within the framework listed 

above.39 The two most relevant electronic states are assumed to be the 2𝜋∗ state and the 5𝜎 state. For each 

adsorbate state (5𝜎 and 2𝜋∗), we fit 𝛼 = 𝑆𝑎𝑘/𝑉𝑎𝑘 and 𝛽 =  𝑉𝑎𝑘
2 /𝑉𝑠𝑑

2 , where 𝑉𝑠𝑑 is taken from tabulated 

values, corresponding to the bulk metal, in Ref. 36. To reduce the number of fitting parameters, we assume 

that 𝑆5σ/𝑆2π = 𝑉5σ/𝑉2π = 𝜅, where 𝜅 is a separate fitting parameter. Further, we assume a constant the sp-

augmentation (i.e. Δ0 = 0.1 eV).36,39 The model parameters are shown in Table S1, and the results of the 

model fitting procedure are shown in Figure S1. 

Table S1. Model parameters for the modified Newns–Anderson model of CO chemisorption. 

State 𝜖𝑎 (eV) 𝛼 (eV–1) 𝛽 (eV2) Δ0 (eV) 

𝜖5𝜎 –7 0.051 2.96 0.1 

𝜖2𝜋∗ 2.5 0.046 2.66 0.1 

 

 

Figure S1. Comparison of the DFT-computed CO adsorption energy and the model-predicted energy (x-

axis) for the intermetallics with localized d states. The mean absolute error is 0.16 eV and 𝑅2 = 0.65. 

 

The data in Figure 5 is generated by representing the d-projected density of states as a semi-ellipse,  

𝜌𝑑 = ( 1 − (
𝜖 − 𝜖𝑑  

𝑤𝑑
)

2

)

1
2

(S13) 
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where 𝜌𝑑 is fit to the d-projected density of states through the fitting parameters 𝜖𝑑 and 𝑤𝑑. The contour 

map in Figure 5 is generated by passing 𝜌𝑑(𝜖𝑑, 𝑤𝑑) to Equation S7. 

Additional Results 

Metals with Localized d States: Partial Charges 
As shown in Figure S2, the majority of the atoms with localized d states have anionic character. This is true 

across the Bader, VDD, and DDEC6 charge partitioning schemes. It is important to note that the large 

magnitudes observed with the Bader method are a known limitation of the method,15,40 and qualitative trends 

are likely more informative than quantitative values. We consider it unlikely that the metals considered in 

this work have oxidation states at or below –2 in practice. VDD charges were made to correct for this 

limitation of the Bader method,15 which explains the smaller magnitudes on average. However, VDD 

charges are often lower than virtually all other charge assignment methods40 so are likely an underprediction 

in terms of the magnitude of charge transfer. DDEC6 charges are arguably some of the most reliable to-

date,40 and we find that anionic character is present for many of the localized d states using this method as 

well. The distribution of partial atomic charges for the atoms with localized d states broken down by element 

is shown in Figure 2b and Figure S3. 

 

 

Figure S2. Histograms of the Bader partial atomic charges, 𝑞Bader, DDEC6 partial atomic charges, 𝑞DDEC6, 

and Voronoi deformation density (VDD) partial atomic charges, 𝑞VDD, for the metals with localized d states 

identified in the screening process. A negative value implies anionic character, whereas a positive value 

implies cationic character. The bulk structures were used for the partial charge calculations. 
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Figure S3. Distribution of the Bader partial atomic charges and Voronoi deformation density (VDD) partial 

atomic charges, 𝑞VDD, for the metals with localized d states identified in the screening process. The points 

are jittered horizontally for ease of visualization. The bulk structures were used for the partial charge 

calculations. 

Metals with Localized d States: Structure and Composition 
The distribution of transition metals with localized d states from the screening process is shown in Figure 

S4. Late transition metals, in particular those of groups 10 and 11, are the most common across the dataset. 

The surrounding metals in the crystal structures with localized d states are summarized in Figure S5 for the 

binary intermetallics and Figure S6 for the ternary intermetallics and higher. These elements span most of 

the periodic table, but groups 1–3 are particularly common. 

 

Figure S4. Distribution of transition metal elements with localized d states based on the screening process 

shown in Figure 1b. Note that only group 3–11 metals were considered for the localized d state screening 

process. 
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Figure S5. Distribution of metals on the present in the binary intermetallics with localized d state transition 

metals based on the screening process shown in Figure 1b, excluding those already included in Figure S4. 

 

Figure S6. Distribution of metals present in the ternary and higher-composition intermetallics with 

localized d state transition metals based on the screening process shown in Figure 1b, excluding those 

already included in Figure S4. 

Periodic Trends for Select Systems 
The d-projected DOS for atom X in Na3X, Y3X, Ag3X, and Au3X are shown in Figures S7–S10 (as a 

complement to Figure 3). Spin-unrestricted DOS are shown for Ag3X (X = Mn, Fe, Co, Ni, Cu) in Figure 

S11. Although Ag3X (X = Co, Fe, Mn) are predicted to have magnetic character as shown in Figure 3, the 

analysis in Figure S11 shows that the trend of increasing d-band center with decreasing group number is 

robust when spin-polarization is not present. 
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Figure S7. d-projected DOS for atom X in bulk, cubic Na3X (X = Mn, Fe, Co, Ni, Cu; Tc, Ru, Rh, Pd, Ag; 

Re, Os, Ir, Pt, Au). In the case of magnetic structures, the dashed and solid lines distinguish between the 

spin-up and spin-down channels. Energies, 𝐸, are shown with respect to the Fermi level, 𝐸f. 

 

Figure S8. d-projected DOS for atom X in bulk, orthorhombic Y3X (X = Mn, Fe, Co, Ni, Cu; Tc, Ru, Rh, 

Pd, Ag; Re, Os, Ir, Pt, Au). In the case of magnetic structures, the dashed and solid lines distinguish between 

the spin-up and spin-down channels. Energies, 𝐸, are shown with respect to the Fermi level, 𝐸f. 
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Figure S9. d-projected DOS for atom X in bulk, hexagonal Ag3X (X = Mn, Fe, Co, Ni, Cu; Tc, Ru, Rh, Pd, 

Ag; Re, Os, Ir, Pt, Au). In the case of magnetic structures, the dashed and solid lines distinguish between 

the spin-up and spin-down channels. Energies, 𝐸, are shown with respect to the Fermi level, 𝐸f. 

 

Figure S10. d-projected DOS for atom X in bulk, hexagonal Au3X (X = Mn, Fe, Co, Ni, Cu; Tc, Ru, Rh, 

Pd, Ag; Re, Os, Ir, Pt, Au). In the case of magnetic structures, the dashed and solid lines distinguish between 

the spin-up and spin-down channels. Energies, 𝐸, are shown with respect to the Fermi level, 𝐸f. 
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Figure S11. Spin-restricted d-projected DOS for atom X in bulk, hexagonal Ag3X (X = Mn, Fe, Co, Ni, 

Cu). Energies, 𝐸, are shown with respect to the Fermi level, 𝐸f. 

d-band Trends Between the Bulk and Surface 
 

a) 

 

b) 

 
Figure S12. a) d-band widths for the surface atoms with localized d states as a function of the corresponding 

d-band widths in the bulk structure. b) d-band centers for the surface atoms with localized d states as a 

function of the corresponding d-band centers in the bulk structure. 
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d-band Trends Between the Intermetallics and Elementals 

 

Figure S13. Histogram of the difference in d-band centers for the localized d state metal of the intermetallic 

surfaces, 𝜀𝑑,IMC, compared to their elemental surfaces, 𝜀𝑑,el. A positive value indicates a higher d-band 

center in the intermetallic compared to the elemental analogue and vice versa. The values for the elemental 

analogues are averaged across the various surfaces considered in this work. The site-projected d-band for 

the metal acting as the CO binding site is used. 

Charge on the CO Adsorbate 
 

a) 

 

b) 

 
Figure S14. a) Sum of Bader charges on the CO adsorbate, 𝑞CO,Bader, and b) Sum of DDEC6 charges on 

the CO adsorbate, 𝑞CO,DDEC6, for various surfaces with localized d states on the specified metal sites. Each 

point represents a different composition and/or surface facet. The points are jittered horizontally for ease-

of-visualization. The dashed, horizontal lines represent the average Δ𝐸CO value for the (100), (110), and 

(111) surfaces of the corresponding ground-state, elemental reference structure. The sign convention is such 

that a negative value implies partial reduction and vice versa. 
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CO Adsorption Trends 

 

Figure S15. CO adsorption energy, Δ𝐸CO, plotted as a function of the site-projected d-band center, 𝜀𝑑, at 

the metal binding sites with localized d-states of the intermetallic compounds. A linear fit has an 𝑅2 and 

mean absolute error of 0.32 and 0.22 eV, respectively. 

 

a) 

 

b) 

 
Figure S16. a) CO adsorption energy, Δ𝐸CO, plotted as a function of the site-projected d-band upper edge 

descriptor, 𝜀𝑢,Xin, at the metal binding sites with localized d-states of the intermetallic compounds based on 

the Hilbert transform. A linear fit has an 𝑅2 and mean absolute error of 0.26 and 0.22 eV, respectively. b)  

CO adsorption energy, Δ𝐸CO, plotted as a function of the site-projected d-band upper edge descriptor, 

𝜀𝑢,Vojvodic, at the metal binding sites with localized d-states of the intermetallic compounds based on the 

semi-elliptical model. A linear fit has an 𝑅2 and mean absolute error of 0.39 and 0.20 eV, respectively. 
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