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Section S1: Experimental Section

Iron (III) nitrate nonahydrate (ACS Grade), polyvinyl alcohol, polymethyl methacrylate were
procured from Merck. Dimethyl carbonate (>99%) was procured from Loba Chemie.
Ammonium metavanadate (ACS Grade), LiPF¢ (Battery Grade), LiClO4 (Battery Grade), 1,3-
Dioxolane(Reagent Plus), 1,2-Dimethoxyethane (Reagent Plus), ethylene carbonate (98%) and
commercial electrolyte were procured from Sigma Aldrich. Lithium
Bis(Trifluoromethanesulfonyl) imide (>98%), fluoroethylene carbonate (FEC) (98%) were
procured from Tokyo Chemicals Industry. Vanadium Pentoxide (>=98%) was purchased from
Sigma Aldrich, and used in its as-received condition. LiV3;Og was synthesized as per the recipe
reported by Pan et al." Commercial LiMn,O, was purchased from Gelon LIB group, and used in
its as-received form. All chemicals were used as received without further purification. All
solutions for materials synthesis were made using deionized water.

S.1.1. Synthesis of Layered Fe-V-O Kazakhstanite:

In a 500 ml Borosil Reagent Bottle, 6 mmol of Ammonium Metavanadate was dissolved in 90
ml of water at 100°C on a digital hot plate cum stirring unit. In a separate beaker, 2 mmol of Iron
(IIT) Nitrate was dissolved in 10 ml of water. The iron nitrate solution was added dropwise to the
ammonium metavanadate solution under vigorous stirring to obtain yellow coloured suspension.
The lid of the reagent bottle was closed and the hot plate temperature was raised to 120°C with
stirring. The yellow suspension was kept under this condition for 4 hrs to obtain a brown
coloured suspension. The sediments were filtered and washed several times using deionized
water, and finally with acetone, to remove the contaminants. The desired powder was obtained
after drying the solid products in a vacuum oven at 60°C.

S.1.2. Structural Characterization:

The as-prepared powders were structurally characterized using x-ray diffraction and electron
microscopy techniques. X-ray diffractogram was obtained using a Bruker D8 Discover
Diffractometer (equipped with sample alignment system using laser focusing) with Cu Ka
radiation (A=0.15418nm). Another x-ray diffractogram was collected at the BL-12 Beamline,
Indus-2 Synchrotron at a wavelength of 0.82463A for better resolution of the diffraction peaks.
The Pawley Refinement of the obtained diffractogram was performed using GSAS-II Suite.” The
Rietveld Refinement of the obtained diffractogram was performed using GSAS-II Suite. High
resolution transmission electron micrographs, selected area diffraction patterns, x-ray elemental
maps, along with bright and dark field STEM images were obtained using JEOL2100F TEM,
operating at 200kV. Image processing of the micrographs was performed using Imagel
software.” Scanning electron microscopy was performed using Zeiss Gemini 500 microscope,
which includes the EDS spectroscopy of dissolution products on cycled separators from different



electrolytes using EDAX Elect Plus detector. Surface topography images along with surface
potential maps of the particles were obtained in an atomic force microscope (Agilent SSO0AFM),
using a PPP-EFM Probe (Nanosensors). FTIR spectrum was collected from a range of 450 cm’™
to 4000 cm™ using Nicolet 6700 (Thermo Fischer Scientific). Raman spectroscopy of the as-
prepared powder was carried out using T64000 RAMAN spectrometer (Horiba) with Argon-
Krypton mixed ion gas laser as excitation source having a wavelength of 532nm. Chemical
oxidation states of the elements were identified using Thermo K-Alpha™ x-ray photoelectron
spectroscope (Thermo scientific). The best resolution of the x-ray photoelectron spectroscope is
0.5eV FWHM at 1eV on Ag 3d peak, with an intensity of 4Mcps. The water content in the as-
prepared powders was determined using TG/DTA Analysis performed in Netzsch STA449 under
nitrogen atmosphere. The EDS analysis of the cycled separator in preliminary investigations was
performed in FEI Inspect F50 scanning electron microscope (FEI), equipped with EDAX Octane
Plus energy dispersive x-ray spectroscope.

For ex-situ x-ray diffraction, the x-ray diffractogram was collected using a Bruker D8 Discover
Diffractometer with Cu K, radiation (A=0.15418nm), in a 2-Theta Mode. The source angle was
fixed at 5° for all the cases. The samples were aligned with the goniometer using the laser-based
sample alignment apparatus present in the system. Ex-situ XPS was performed using synchrotron
x-ray radiation having incident energy of 4.312 keV at INDUS-2 (Beamline-14) Facility. The
XPS spectra were recorded using 15 keV Phoibos 225 HV hemispherical analyzer in a fixed
analyzer transmission (FAT) mode. The survey scans & core-level scans were measured using
step-size of 0.5 eV & 0.1 eV respectively with pass energy of 150 eV. Calibration of the scans
was performed by taking the C1S binding energy to be 284.7eV. The peak fitting was performed
using Fityk 0.9.8.* Raman spectra of the cycled lithium counter electrodes were acquired using
Witec Alpha 300R Raman Spectrophotometer (Witec, Germany) using an excitation wavelength
of 532nm. The cycled lithium foils were sandwiched between a glass slide and glass cover slip,
and sealed using DPX mountant inside the glove box prior to Raman measurements.

The phase purity of the as-received V,Os, as-prepared LiV3;0s, and as-received LiMn,O4 was
confirmed using x-ray diffraction experiments performed on a x-ray diffractometer (Bruker D8
Discover, Germany) in a Bragg-Brentano geometry with Cu-K« radiation (A = 1.5406 A). The
morphology of the as-received V,0s_as-prepared LiV30s, and as-received LiMn,O4 was recorded
using a field emission scanning electron microscope (Zeiss Gemini 500, Germany).

S.1.3.Electrochemical Characterization:

For Kazakhstanite phase, a viscous slurry was prepared by grinding the as-prepared powder
(60 wt%), acetylene black (20 wt%), polyvinyl alcohol (15 wt%) and polymethyl methacrylate(5
wt%) in N-methyl-2-pyrrolidone in an vacuum mixer (MTI MSK-SFM-7). The slurry was then
poured over battery grade Al current collector and tape cast using doctor blade. The coatings
were first air dried in hot air oven at 60°C, followed by vacuum drying at 120°C. The same



coating procedure was adopted as well to obtain the coatings of LiV30g and LiMn,04. LiMn,04
electrode coatings were prepared in a composition of active material: carbon black: binder =
7.5:1.5:1. LiV30g electrode coatings were prepared in a composition of active material: carbon
black: binder = 3:1:1. The V,0s electrode coatings were prepared over battery grade Al foil
using an electrophoretic deposition technique reported by elsewhere.”® Circular electrode discs
of 15 mm diameter were punched out using a disc cutter (MSK-T06 MTI Corporation, USA).
Electrodes with different active material loading, ranging from 1.2 — 6mg (in 15mm discs), were
tested. Lithium ion half-cell configuration of CR2032 coin cells were fabricated using the
prepared electrodes, with lithium foil as counter and reference electrode. The electrolytes used in
the tests were self-prepared inside an argon filled glove box with <0.5ppm for both H,O and O,
(MBraun Labstar Pro). The various compositions tested are listed in Table 1 (Manuscript), along
with the separators used during testing. The coin cells were assembled in an argon filled glove
box (Mbraun, Germany), with <0.5ppm levels for both O, and H,O.

Galvanostatic charge discharge studies were carried out in automated battery testers (BSTS-
MA, MTI Corporation and BTS4000-5V10mA, Neware) between 1.5V-3.8V (for Kazakhstanite
phase and V,0s), between 1.5V-4.0V (for LiV30g), and between 3.0V-4.3V (for LiMn,04) vs
Li'/Li redox couple. Gamry Series G750 Potentiostat-cum-Galvanostat was used for carrying out
electrochemical impedance spectroscopy (EIS) measurements for cycled Kazakhstanite
electrodes after 100 cycles (conducted at 3.8V in the frequency range of 100 kHz to 0.01Hz, with
potentiostatic signal amplitude of 5 mV). EIS spectra were analyzed using ZSimpWin 3.21
program.” Kramers-Kronig Extrapolation was performed on the impedance spectra for cycled
electrochemical cell for a reliable fit of the experimental points with the proposed model.

The ionic conductivity of the electrolytes were measured using Autolab Microcell HC installed
with TSC1600 closed electrochemical cell. The cell constant of the TSC1600 closed
electrochemical cell was measured using 0.01D and 0.1D KCI solution at 25°C (as per NIST
standards), and calculated to be 22.622 cm™. EIS spectra measured for the electrolytes, recorded
between 100kHz and 100Hz, were analyzed using ZSimpWin 3.21 program and Nova 2.1.5.”

S.1.4. Molecular Dynamics Simulations Methodology

A stable version of Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS —
August 2019) was used for all the simulations.*” All the simulations were run on the Param-
Shakti HPC Cluster, set up at IIT Kharagpur. Additional codes for cluster analysis were written
in Python.

A three dimensional cubic simulation box consisting of Vanadium, Lithium, Hydroxide and
Bistriflimide ions, along with 1-3 Dioxolane and 1-2 Dimethoxyethane molecules, was
constructed using Packmol.!® The structures of Vanadium, Lithium, Hydroxide and Bistriflimide
ions, along with 1-3 Dioxolane and 1-2 Dimethoxyethane molecules, were constructed using
Avogadro.'" Depending on the concentration of the salt added to solvent, the number of these



entities is varied in the initial simulation box, which is tabulated in Table 2 (Manuscript). All the
initial configurations were relaxed using the energy minimization criteria, which adjusts the atom
co-ordinates till a convergence criterion of 1E-05 was attained. The equilibration runs were first
performed under NVE integration coupled with Langevin thermostat maintaining the
temperature at 323K, to stabilize the phase space trajectory. This step was followed up by further
runs in the NPT ensemble (323K temperature and 1 atm pressure) to allow for the simulation box
to attain a stable volume and lowest possible energy configuration. Finally, the temperature was
lowered to 300K in the NPT ensemble at latm pressure to generate equilibrated systems for
further production runs. The total time for equilibration was over 20 ns to ensure that proper
mixing has taken place, and any stray effects from the initially assembled systems are eliminated.

The bonded and non-bonded force-field parameters for DOL and DME were taken from OPLS-
AA, which is also available within the Moltemplate package.'*"® The non-bonded interactions
consist of pairwise Lennard-Jones and coulombic interactions, with a cutoff distance of 10A. The
long range electrostatic interactions were computed using the PPPM method, with an accuracy of
0.0001. The LJ pairwise interaction parameters of unlike atoms were calculated from the
Lorentz-Berthelot mixing rules. The bonded and non-bonded force-field parameters for TFSI
anion was taken from the results reported by Lopes et al.'* The bonded and non-bonded force-
field parameters for hydroxide ion were taken from the TIP3P water model."”” The force-field
parameters for lithium and vanadium ions were taken from results reported by Pluhafova et al.
and Gupta et al., respectively.'®'” The partial charges for DOL, DME, and TFSI were obtained
from Atomic Charge Calculator II, maintained by Masaryk University.'® The partial charges

were scaled down by a factor of 0.67 (~ +/1/1), to reflect the charge screening effect absent in
19-20

non-polarizable force-fields.
The density of the electrolytes was calculated by taking the average density obtained post
equilibration runs. The self-diffusion coefficients of the ions were calculated from the Einstein
form of the Green-Kubo relations, where the intercept of the Mean Square Displacement (MSD)
vs time in log-log scale is equal to the self-diffusion coefficient. The ionic conductivity of the
electrolytes was calculated from the Einstein form of the ionic conductivity, while accounting for
ionic interactions, as described by France-Lanord et al.*' The production runs for calculation of
MSD and ionic conductivity was of duration of 20 ns and 5 ns, respectively. The shear viscosity
of the electrolytes was calculated from the Reversible Equilibrium Molecular Dynamics
(REMD) scheme described by Muller-Planthe.”” The de-solvation energy of the vanadium ions
in the electrolytes was calculated from the Free-Energy Perturbation (FEP) and Finite Difference
Thermodynamic Integration (FDTI) technique, wherein the non-bonded LJ parameters and the
partial charges of V-OH assembly was varied while measuring the total energy change in the
system.23 24
1 to 0 in a step of 0.05, while equilibrating the system for 500 ps before the next scaling was
performed. Ion dynamics was studied by implementing self-designed algorithms on the output
generated after MD runs.

The partial charges and the LJ parameters were ramped down from a scale factor of



Section S2: FMEA Analysis

Table S3: FMEA table to identify the major cause of degradation of cathode materials

Process: Cycleability of cathode materials
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Section S3: Structural and additional electrochemical characterization for Kazakhstanite

Phase

S.3.1. Structural aspects of the Kazakhstanite phase (Compiled)
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Figure S1. (a) X-ray diffractogram of the as-prepared powders, whose peaks are matched with
the ICDD PDF Card for Kazakhstanite phase (00-046-1334). (b) Pawley refinement of the x-ray
diffractogram for confirmation of phase matching and indexing. (¢) Selected area diffraction
pattern for as-prepared powder along ZA (001). (d) Rietveld refined x-ray diffractogram with the
proposed unit cell model of Kazakhstanite phase. (e) Fourier-Transform Infrared spectrum of as-
prepared powder, with the co-ordination geometry of Fe-O bonds represented inset. (f) Raman
spectrum of as-prepared powder, with the co-ordination geometry of V-O bonds represented

inset.




Figure S1(a) shows the X-ray diffractogram of the as-prepared Kazakhstanite powders. The
peaks obtained from the diffractograms match with the Kazakhstanite type phase (PDF # 00-046-
1334). The data card does not contain the atomic positions of the elements present in the
Kazakhstanite structure. However, the chemical formula 1is presented as Fe53 "
V37V 1,"7030(OH)0.9H,0, along with the lattice details (space group and lattice parameters). The
iron atoms are expected to be in their +3 state, with the vanadium atoms present in both +4 and
+5 states. With the lattice details provided in the data card as a starting point for further
structural elucidation, a Pawley refinement of the collected spectrum is performed (Figure
S1(b)), which provides a good match with the unit cell parameters presented in the data card. The
space-group of the phase is identified to be C2/m with the unit cell parameters asa=11.84 A, b
=3.66 A, c =21.58 A and p = 98.55°. The unit-cell parameters are confirmed by indexing an
electron diffraction pattern which is obtained for the as-prepared powder, as shown in Figure
S1(c). Figures S1(e)-(f) show the Fourier Transform Infrared and Raman spectra of the as-
prepared material, from 100cm™ — 1200cm™ (Raman) and 400cm™ — 4000cm™ (FTIR). Peak
deconvolution in the Raman spectra reveals the stretching and bending vibrations of V-O and Fe-
O co-ordinations present within the material. The positions for the V-O vibrations are very
similar to the ones observed for V205.25 Since, the structure is a layered one based on vanadium
oxide, we believe that the structure should be very close to that of V,0s. It is also observed that
that the lattice parameters of the Kazakhstanite phase are nearly integral multiples of the lattice
parameters of V,0s. Thus, the Kazakhstanite phase is expected to be constructed in similar
fashion as V,0s wherein the unit cell consists of alternating V-O square-pyramidal polyhedral
arranged in a layered fashion. The vibrations, indexed to Fe-O bonds in FTIR and Raman
Spectra, indicate that they are present in an octahedral co-ordination. Additionally, the presence
of O-H bond is also indicated in the FTIR Spectrum. The reported chemical formula in the
literature indicates that the phase contains about 9 molecules of water.”® This is confirmed by
performing a thermogravimteric analysis, the results of which is reported in this file below
(Figure S4: Section S.3.2.). Thus, the Kazakhstanite phase consists of V-O square pyramidal and
Fe-O octahedral units arranged in a layered fashion, with few of the O replaced by OH and H,O.
Based on the above findings, a set of atomic positions are created for the V, Fe and O atoms such
that above conclusions are satisfied. This set of atomic co-ordinates for Fe, V and O are added to
the data card and used for Rietveld Refinement with the experimental diffractogram obtained at
the BL-12 Beamline of Indus-2 synchrotron facility. This diffractogram is used for this analysis
since the one obtained with the lab Cu-K, is not of sufficient quality for this purpose. As shown
in Figure S1(d), the calculated x-ray spectrum matches well with the experimental x-ray
spectrum, with Ry, of 6.59%. Thus, the atomic co-ordinates deduced from spectroscopic and
diffraction experiments can be accepted for future studies in this manuscript. The proposed unit
cell for Kazakhstanite phase is presented in Supporting Information (Section S.3.3.).
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Figure S2: (a) Scanning electron micrograph of as-prepared Kazakhstanite powder, indicating
the flake type morphology of the particles. (b) Transmission electron micrograph of one isolated
particle, indicating the width of the flake to be about 20nm (inset). (¢) HRTEM image in the bulk
region of the particle shown in (b), indicating the various lattice fringes and their directions along
with the FFT spectrum in inset. (d) EDS overlay map of Fe and V, indicating a uniform
distribution of the two elements in the as-prepared Kazakhstanite powder.

Figure S2 shows the scanning and transmission electron micrographs of the as-prepared
powders. The morphology of the particles in the as-prepared powders, as shown in Figure S2(a),
is flake-type. The unit cell calculated from the diffraction experiments indicate that the two of



the dimensions of the unit cell are quite large (a and c). If the size of flakes (along these axes) is
not large with respect to the unit cell dimensions, then peak broadening will be observed in the
diffractograms. This is very well confirmed from the scanning electron micrographs. The flake-
type morphology has one of its dimensions within 100 nm, which is responsible for peak
broadening in the x-ray spectrum. It is due to this particular morphology that the ab-initio
structure determination from x-ray diffraction is difficult. The transmission electron micrographs
(Figure S2(b)) show that the thickness of the flake is within 20nm (circled region). The fringe
spacing along this thickness is measured to be ~0.37nm, which is close to the d-spacing of (0 0
6) plane. The flake appears to be bent in the circled region in Figure S2(b), which can be used in
identifying the thickness. This indicates that the bulk of the flake, outside the circled region in
Figure S2(b), should be oriented along [0 O 1] zone axis. This is confirmed by indexing the
selected area diffraction pattern shown in Figure S1(c). The selected area diffraction pattern
shown in Figure S1(c) is collected from the region of interest shown in Figure S2(b). As
indicated in Figure S2(c), a high resolution image in the bulk of the flake shows lattice fringes,
which is identified post indexing the FFT spectrum of image. The EDS map of the particle
reveals both iron and vanadium to be present uniformly, at an atomic fraction of 1:3 (Figure
S2(d)). The individual maps of Fe and V used for overlay are provided in this file below (Figure
S8: Section S.3.5).
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Figure S3: Core level XPS spectra for (a) Fe 2p, (b) V 2p, and (¢) O 1s, indicating the various
oxidation states of the elements present in the as-prepared Kazakhstanite powders along with

their peak de-convolution.

Figure S3 shows the core level X-ray photoelectron spectrum of the as-prepared powders, for
O, V and Fe. The position of the peaks in Fe 2p>” core level spectrum indicates that it is present
in its +3 oxidation state. There are two peaks for Fe'™ state observed post deconvolution. This
may indicate that Fe is not co-ordinated by similar anions. The water molecule and hydroxide
anion must be co-ordinated to iron atoms in the Kazakhstanite phase. From the V2p*? core level
spectrum, it is observed that the vanadium is present in its +4 and +5 state. The ratio of the
oxidation states, determined from the area, is close to 1:4, which matches well with the chemical



formula reported in the literature. A deconvolution of Ols core level spectrum reveals the
presence of three peaks. This is due to the presence of oxygen in three forms, i.e., oxide,
hydroxide, and structural water molecule, in the Kazakhstanite phase. From the intensity
calculations, it is observed that the Fe and V atoms are present in a ~1:3 atomic concentration
ratio, which matches well with the reported chemical formula in the literature and the EDS
results (Supporting Information File Section S.3.6.).

S.3.2. Thermogravimetric Analysis
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Figure S4: TG curve for the as-prepared powder, indicating the mass changes against
temperature, along with DTA signals recorded.

The thermogravimetric curves indicate that there is a total of ~9% loss in mass when the sample
is heated to 500°C. The DTA signals indicate that there should be no phase transformation
occurring in this temperature range. Therefore, the mass loss can be attributed to loss of
structural water. The calculations indicate that about 9 molecules of water are present in the
material.



S.3.3. Unit-Cell Determination
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Figure S5: (a) Synchrotron X-ray Diffraction pattern obtained from BL-14 Beamline at Indus 2
for as-prepared powder. (b) Synchrotron X-ray Diffraction pattern for standard LaBg to obtain
diffractometer parameters.

Figure S5(a) shows the synchrotron X-ray Diffraction results for the as-prepared Kazakhstanite
phase. The broad peaks along with few indistinct features do not allow for an ab-initio structure
determination experiment. From the microstructural analysis, it is observed that peak broadening
occurs due to small thickness of the particles/crystallites (~20nm). Figure S5(b) shows the
Synchrotron X-ray Diffraction pattern for standard LaBg to obtain diffractometer parameters.

The details of the proposed unit cell are provided below, with the unit cell representation along
ac and ab planes shown in Figure S6.

_pd _phase name Kaz
_cell length a 11.861(7)
_cell_length b 3.6613(18)
_cell length ¢ 21.076(18)
_cell angle alpha 90
_cell_angle beta 98.98(6)
_cell angle gamma 90
_cell_volume 904.1(4)
_exptl_crystal density diffrn 3.179
_symmetry cell setting monoclinic
_symmetry space group name H-M "C 2/m
loop
_space_group_symop_id
_space_group Symop_operation_Xyz

"



X,Y,Z
-X,y,-Z
-X,-Y,-Z

X,-Y,Z
1/2+x,1/2+y,z
1/2-x,1/2+y,-z
1/2-x,1/2-y,-z
1/2+x,1/2-y,z

0N DNk W~

# ATOMIC COORDINATES AND DISPLACEMENT PARAMETERS
loop
_atom_site label
_atom_site type symbol
_atom_site fract x
_atom_site fract y
_atom_site fract z
_atom_site_occupancy
_atom_site adp type
_atom_site U iso_or equiv
_atom_site symmetry multiplicity

V1 VvV 037500 0.00000 0.09660 0.500 Uiso0.010 4
V2 'V 037500 0.50000 0.92966 0.500 Uiso 0.010 4
V3 VvV 037500 0.50000 0.59633 0.500 Uiso0.010 4
V4 VvV 037500 0.00000 0.43000 0.500 Uiso0.010 4
V5 VvV 037500 0.00000 0.76332 1.000 Uiso0.010 4
06 O 037500 0.00000 0.18000 1.000 Uiso0.010 4
07 O 037500 0.00000 0.32544 1.000 Uiso0.010 4
08 O 0.37500 0.00000 0.51333 0.500 Uiso0.010 4
09 O 037500 0.50000 0.67874 1.000 Uiso0.010 4
010 O 0.37500 0.00000 0.84665 1.000 Uiso0.010 4
011 O 0.37500 0.50000 0.01200 0.500 Uiso 0.010 4
012 O 0.25000 0.25000 0.08330 0.500 Uiso0.010 8
013 O 0.50000 0.25000 0.08330 1.000 Uiso0.010 8
014 O 0.25000 0.25000 0.25000 0.500 Uiso 0.010 8
015 O 0.50000 0.25000 0.25000 1.000 Uiso 0.010 8
016 O 0.25000 0.25000 0.41668 0.500 Uiso 0.010 8
017 O 0.50000 0.25000 0.41668 1.000 Uiso 0.010 8
018 O 0.25000 0.25000 091665 1.000 Uiso0.010 8
019 O 0.50000 0.25000 091665 1.000 Uiso0.010 8
Fe20 Fe 0.37500 0.00000 0.25000 1.000 Uiso 0.010 4
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Figure S6: Proposed Unit cell representation of the kazakhstanite phase, created using VESTA.
The unit cell is represented along ab (a) and ac (b) planes.

S.3.4. Calculations on electron diffraction patterns

Figure S7: Selected Area Diffraction Pattern collected from a thin, isolated particle of the as-
prepared material. The spots are indexed in the above pattern, along with the angles calculated
using Image J.




Post pawley refinement of the X-ray diffractogram of the as-prepared powder for phase
identification, a possible solution obtained was for a space group C2/m with lattice parameters a
= 11.84A° b= 3.66A°, c=21.58A° and p = 98.55°. The angle between two sets of planes (hik;l;)
and (hyk;l,) can be calculated as:

-1
@ = cos™? {1.022 x [\/0.00713h§ +0.073112 + 0.00214k? + 2.908e~*h, | l

-1
. IJ0.00713h§ +0.073112 4 0.00214k2 + 2.908e~%h,1, l

l

Therefore, by putting appropriate (hkl) values, angle between two planes can be calculated.

*[hy ks il 0 0.075 0 k;

0.0073 0 5.95¢ % [hz
595e % 0 0.0022 LI,

Angle between (110) and (600) is calculated as 71.8°, which is close to the experimental value.
The distance of the spots from the transmitted beam, for each of the indexed spots, match well
with the calculated values.

S.3.5. STEM-EDS Maps

[ 1 200 nm FeK ¢ 1 200 nm VK

Figure S8: STEM-EDS maps of the Fe and V elements which are used for overlay map shown
in Figure S2(d).
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Figure S9: EDS Results from Scanning Transmission Electron Microscopy Experiment for as-
prepared powders.




S.3.6. XPS Composition Determination

Table S4 shows the tabulated results from XPS analysis for composition determination of as-
prepared powder. Since H cannot be identified and analysed using XPS, the ratio of Fe to V is
used in order to identify whether the stoichiometry reported in the literature is valid or not. It is
observed that Fe:V atomic ratio is close to 1:3, which corresponds well with the literature

reported value.

Table S4: XPS Elemental Analysis for Composition Estimation.

Element Area RSF Area/RSF Conc

Fe 119768 2.957 40503.213 3.95431

A% 277044 2.116 130928.17 12.78246

O 606375.5 0.711 852848.8 83.26323
1024280.2

S.3.7. Ex-Situ XRD and XPS Plots:
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Figure S10: Ex-situ X-ray Diffractograms of the electrode coatings at different states of charge.
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Figure S11: (a)-(c)V2p>? and (d)~(f) Fe2p fits for electrode coatings at different states of charge
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Figure S12: X-ray diffractograms of the cycled electrodes




From Bragg’s Law:

2dsin® = nA = constant (Cu K, radiation)
Therefore, doozsineooz = g doozsinHOOG

For uncontracted c-axis, sinfy,, = 0.149. Therefore, 6y = 25.98°

For contracted c-axis, sinfy,, = 0.171. Therefore, 855 = 30.87°

S.3.8. Supporting electrochemical results from the battery cyclers:

We have deduced two possible reasons for this based on the ex-situ XRD and XPS results. The
first possible reason can be electrolyte degradation due to release of structural water, which
affects the charge-transfer reaction at the electrode-electrolyte interface. The second possible
reason is that the ionic compound formed at the end of the plateau region is soluble in the
electrolyte, thereby creating a situation of the loss of active material. In order to determine
whether the first case is the cause for the poor cycleability, another cycleability test is conducted
with the LCL electrolyte, wherein the LiClO4 salt will not be degraded by the release of water
molecules. To our surprise, similar trend is observed in the cycleability plots with LCL
electrolyte (shown in Figure S12(a)). Changing the salt to LiTFSI yielded similar results (Figure
S12(b)). In case of LiPF, the reaction with the water molecules should have caused a LiF layer
to form over the materials and add impedance. However, LiClO4 and LiTFSI are relatively stable
salts with water, and shouldn’t form any decomposed layer like LiF over the electrode and add
impedance. Therefore, it can be safe to assume for the time being that the loss of water
molecules may not have much effect on the degradation in the cycling behavior of the material.
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Figure S13: Cycleability plots for as-prepared electrodes with (a) LCL and (b) LTLP
electrolytes, at same specific current.
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Figure S14: Raw Results from the battery tester, indicating the current spikes happening in some
of the cycles, when the tester transitions from CC mode to CV mode.

S.3.9. KFM Topography and Surface Potential Maps
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Figure S15: KFM Topography and Surface Potential maps obtained from the as-prepared
particles, indicating the presence of high surface potential regions along the edges of the
particles.




S.3.10. Comparison table for the electrochemical results for Kazakhstanite phase

with the literature reported results

Table S5: Comparison table for the present work with several reported results in the literature, in
terms of cycleability. It is to be noted that the materials under consideration are all vanadium
based compounds since the solubility limit approach can also be extended to other vanadium
containing compounds, to address the issue of poor cycleability.

Material under | Method of | Year Working Cycleability reported Rough Re
consideration synthesis of potential estimation of | f.
Publis | window the time
h along with taken to
specific complete the
capacity cycleability
based on the
published
results (hrs)
Li; 1 V305 Freeze dried gel | 2005 | 2.0V —3.7V | 30 cycles @ C/20 rate ~800 7
folllqweq by 1~300mAhg' ~66% specific capacity loss
caleination (Vanadium dissolution
@ C/20 rate | reported)
Lithium Wet chemical | 2020 15-3.8V | 10 cycles @ 50mAg” Estimation 2
Decavanadate synthesis ~300mAhg | ~93% specific capacity loss cannot be
molecular clusters 1 @ . . . made
0 (Vanadium dissolution
S0mAg reported)
Ca®" Wet chemical | 2020 2.0-4.0V 10 cycles @ 50mAg’ Estimation »
functionalized synthesis ~60mAhg” | ~66% specific capacity loss cannot be
-1
dodecavanadate @ 50mAg™ | (Vanadium dissolution made
molecular clusters
reported)
FeVO @C | Wet chemical | 2020 | 1.5V —4.0V | 2000 cycles @ 1Ag™ ~280 30
composites synthesis ~ 90mAhg" | ~37% specific capacity loss
(Kazakhstanite @ 100mAg"
phase and 1
Activated carbon)
Iron Vanadate | Ion exchange with | 2019 0.0-3.0V 100 cycles @ 300mAg™ ~750 i
(FVO) nanowire NasV 1,03, ~1200mAh | ~13% specific capacity loss in
array on Ti Foil g! @ | 0-3.0V potential window.
300mAg’
50 cycles @ 150mAg™ ~150
20-4.0V | _87% specific capacity loss
1~223mAhg' on 2.0-4.0V potential window.
150mAg™
Urchin type | Hydrothermal 2019 [ 2.0-4.0V | 200 cycles @ 3C rate ~133 32
Hollow  porous | synthesis ~300mAhg” | ~8% specific capacity loss
VO, ' @ 0.2C




rate

33

Layered Water bath | 2018 1.5V -4.0V | 2000 cycles @10 Ag™ ~60
Kazakhstanite method 350mAhg” | ~16.7% specific capacity loss
phase Fe-V-O @ 100mAg’
nanosheets 1
Fe,V,05 nanorods | Sol-Gel method 2017 2.0-4.0V 50 cycles @ 1 Ag'1 ~50 34
1~275mAhg'd ~ 18% specific capacity loss
2"
Cycle)@
100mAg™”
for  0.15-
F€V205
Nanoflakes Solvothermal 2014 | 2.0V-4.0V | 60 cycles @ 100mAg™” ~300 »
assembled 3D | reaction followed ~283mAhg” | ~23% specific capacity loss
hollow porous | by high 1 @
V105 temperature 100mAg’”
calcination
Fe-VOy Wet chemical | 2012 | 1.5V —4.0V | 50 cycles @ 100mAg™ ~190 36
Nanotubes synthesis of ~300mAhg™ | ~50% specific capacity loss
V205.HH20 1 @
followed by 100mAg”
cationic exchange
50 cycles @ 50mAg’ ~500
1.5V-4.0V . .
~43% specific capacity loss
~311mAhg
1 @ 50mAg
Nanocrystalline Room temperature | 2010 1.5V —-3.8V | 30 cycles @ 2C rate ~30 7
AgaV4On wet chemical ~300mAhg" | ~66% specific capacity loss
synthesis 1 @ 2C rate
Several Iron | Several techniques | 2007 Best Result: <250 38
Vanadates ~ along | which are 2.0V-3.5V | <25 Cycles @ C/5 rate
with their related | different for 205mAhe” | No apparent loss
compounds different 1 & PP
compositions
@ C/5 rate
Layered Wet chemical | - 1.5V -3.8V | 500 cycles @IOOmAg'1 ~2200 Th
Kazakhstanite synthesis ~300mAhg” | ~20 % specific capacity loss is
phase nanosheets ! @ | in last 440 cycles W
-1
100mAg (Vanadium dissolution ﬁr

reported)




S.3.11. Post cycling identification of dissolution process
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Figure S16: EDS spectrum collected from the separators cycled with the electrochemical cell
containing EE electrolyte. The separators show significant amount of detectable Fe and V
leaching out of the Kazakhstanite phase.

Element Weight % Atomic % Error %
CK 14.33 22.13 10.01
O K 20.76 24.08 7.26

F K 41.52 40.55 7.72
Na K 0.24 0.19 90.48
Al K 0.45 0.31 9.34

Si K 2.4 1.58 4.4

P K 16.78 10.05 3.01

V K 0.15 0.05 38.71
Fe K 1.69 0.56 10.63

Table S6: Quantification table for the elements detected in separators, cycled with the
electrochemical cell containing EE electrolyte, using EDS
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Figure S17: EDS spectrum collected from the separators cycled with the electrochemical cell
containing EL4 electrolyte. The Fe and V are almost undetectable in the separators.

Element Weight % Atomic % | Error %
oK 31.73 39.98 6.69

F K 37.44 39.73 8.33
Na K 1.62 1.42 11.79
Si K 6.32 4.53 3.74

S K 22.67 14.25 2.57

V K 0.12 0.05 57.85
Fe K 0.09 0.03 59.9

the elements detected

Table S7: Quantification table for
electrochemical cell containing EL4 electrolyte, using EDS.

in separators, cycled with the
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Figure S18: Raman Spectra of the cycled lithium foil counter electrodes cycled with the
different electrolytes (EE, EL4, EL7).

S.3.12. Preliminary Full Cell Characterization with Lithiated Graphite:
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Figure S19: (a) Rate-cum cycleability plot for a full cell of Kazakhstanite with lithiated graphite

and EL7 electrolyte. (b) Charge-Discharge Profile of the full cell constructed at the different
specific current.




Figure S19 shows the preliminary full cell characteristics of the Kazakhstanite phase with EL7
electrolyte and lithiated graphite. It is observed that the full cell show good rate capability and
good cycleability at higher specific current. At lower specific current, we observe that there is
large drop in specific capacity. We believe this is due to imbalanced mass loading, which
affected the total amount of cycleable lithium ions. This is further demonstrated in the charge-
discharge profile, where the plateau below 2.0V for the Kazakhstanite is no more present. This is
due to limited amount of lithiated anode present, which started operating at its tail region (>0.3V
wrt Li'/Li), rather than operating at the plateau regions (<0.3V wrt Li'/Li). Further studies are
underway to create a mass balanced full cell, and also eliminate the need for lithiated anodes.



Section S4: Impact of the local electrolyte structure and the electrochemical characteristics
of the passivation layers (over Lithium counter electrode) on the improved cycleability
using superconcentrated electrolytes

S.4.1. Physico-chemical property evaluation of different electrolyte systems under

study
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Figure S20: (a) The calculated and experimental densities of the various electrolyte
compositions which are undertaken for the simulation studies.”®*' (b) The calculated diffusion
coefficients of the various ionic and solvent species in EL1 composition, along with their
comparison with reported values in the literature.*** (¢) The calculated ionic conductivity and
viscosity of the various electrolyte compositions tested for the simulation studies, along with a
comparison with the experimental values.*® (d) The temperature-dependent ionic conductivity



values for the EL1 (relatively dilute) and EL7 (superconcentrated) electrolytes [experimental and
calculated]. ¢

Figure S20 shows the calculated density, ionic conductivity and viscosity of the different
simulated electrolyte compositions. An increase in density is observed as the salt concentration
increases from 1M to 7M. Since EL1 is a frequently studied electrolyte composition as a part of
Li-S batteries, it is important that the physico-chemical properties calculated from our MD model
matches well with the values reported in the literature. As shown in Figure S20(a), the calculated
density for EL1 matches well with some of the experimental results reported in the literature
with a deviation <2%.%*"**’ The deviations between the measured and calculated densities for
other compositions are also observed to be within 3%. This indicates that the force-field
parameters used in the simulations should correctly predict the ion-ion and ion-solvent
interactions. The densities calculated for pure DOL and pure DME are also observed to match
well with the literature reported experimental values, as shown in Table S8. The self-diffusion
coefficient of Li", TFSI,, DOL, and DME for EL1, presented in Figure S20(b), is calculated from
the intercept of a linear fit of MSD vs. time in log-log scale. The slope of the linear fit, which
indicates the power dependency of MSD with time, is close to 1 for all the cases. This indicates
that the self-diffusion of the ions and solvent exhibit a Fickian-type behavior. The calculated
self-diffusion coefficients and the values reported in the literature are also observed to be of the
same order of magnitude.**** The large deviation in the experimentally reported values makes it
difficult to correctly compare our calculated values with the experimental ones. Furthermore,
non-polarizable force-fields are known to generate deviations of several orders of magnitudes,
which are not observed in our case due to appropriate charge scaling.**>? For eg. Rajput et al.
have also calculated self-diffusion coefficients of Li", TESI', DOL, and DME, which are over 1
order of magnitude different from the experimentally obtained values.** The complete dataset for
the calculated diffusion coefficients of the ions and solvents for the different concentrations of
salt (LiTFSI) in solvent (DOL: DME = 1:1 v:v) is presented in Table S9. The calculated ionic
conductivity and shear viscosity of the different compositions of the electrolyte are shown in
Figure S20(c). For the ionic conductivity, the Nernst-Einstein equation is not appropriate since it
is derived for an infinitely dilute electrolyte system, wherein the ion-ion interactions are
negligible. Therefore, a form of the ionic conductivity which accounts for the ion-ion
interactions has been used to calculate the values for the concentrated electrolytes.”’ The ionic
conductivity is observed to decrease as the concentration of LiTFSI in the electrolytes increases,
which indicates that the strong ion-ion interactions hinder the movement of the ionic clusters in
the concentrated electrolytes. This is also indicated by the reduced self-diffusion coefficient of
the ions and the solvent molecules as the concentration of LiTFSI is increased (Table S9). As the
concentration of LiTFSI is increased, a subdiffusive behavior is observed for the ions and the
solvent molecules. The increase in the calculated shear viscosity also supports this reasoning.
Suo et al. have reported a systematic experimental estimations of ionic conductivity and viscosity
of electrolytes with varying concentration of LiTFSI (ranging from 1M-7M).*® These values are
plotted against our calculated and experimentally obtained results for comparison in Figures



S20(c) and (d).While the ionic conductivity and shear viscosity follow the same trend as reported
by Suo et al., a large deviation between the experimental and calculated values is observed for
the shear viscosity. We believe that this discrepancy is due to the use of non-polarizable force-
field, where our partial charge scaling factor should ideally be modified depending on the
concentration of LiTFSI. As the concentration of LiTFSI in the system is increased, the effective
screening of the ions from the solvent molecules is reduced due to the sheer number of the ions
introduced into the system. Therefore, the partial charge scaling factor should be larger at higher
concentrations. The calculated and the observed values are nearly equivalent for the
compositions EL1-EL4. The deviations begin to appear when the concentration of LiTFSI is
increased beyond 4M. Nevertheless, the calculated values do not differ significantly from the
experimental ones. Therefore, the simulation model under study is suitable to gain a deeper
understanding of the behavior of such concentrated electrolyte systems.

Table S8: Calculated Density of pure DOL and DME post equilibration

System Calculated Density (g/cc) Experimental Density (g/cc)
from Literature

Pure DOL 1.0675 £ 0.0028 1.06

Pure DME 0.9084 £ 0.002 0.868

Table S9: Calculated Self Diffusion Coefficients of the ions and solvents for the different
concentrations of salt (LiTFSI) in solvent (DOL: DME = 1:1 v:v)

Concentration | Self Diff. Coeff | Self Diff. Coeff of | Self Diff. Coeff of | Self Diff. Coeff of | Behavior
(M) of Li* (m’sec?), | TFSI' (m%sec?), | DOL  (m’sec?), | DME (m’sec?),
time exponent | time exponent a | time exponent a | time exponent a
a
1 2.16E-10, 2.56E-10, 0.9008 | 4.60E-10,0.9657 | 3.57E-10,0.9373 | Brownian
1.0032
2.5 1.40E-10, 1.69E-10, 0.9027 | 3.19E-10,0.9675 | 1.78E-10,0.8861 | Nearly
0.9654 Brownian
4 4.75E-11, 7.47E-11, 9.91E-11, 0.887 7.45E-11, 0.7805 | Sub-
0.9192 0.82665 Diffusive
5.5 1.94E-11,0.825 | 3.69E-11,0.6884 | 3.53E-11,0.7476 | 4.11E-11,0.6354 | Sub-
Diffusive
7 1.18E-11, 2.37E-11, 0.595 2.06E-11, 0.6137 | 2.80E-11, 0.53 Sub-
0.70509 Diffusive




S.4.2. Ton-dynamics of V>*-TFSI ion pair with different cutoff radius
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Figure S21: Fraction of active clusters which did not undergo any deletion event against time
according to the equation (1) for V>*-TFSI ion pairs, at different concentrations (r; = 5 A).

S.4.3. Lithium-ion diffusion mechanism through the passivation layers formed over
the lithium counter electrode

We present a mathematical derivation for the diffusion of Li-ions through this bilayer. We
assume the thickness of the passivation layer to be L; and thickness of the SEI layer to be L,. Let
the diffusivities through the passivation layer be D; and through the SEI be D,. During the
migration of lithium-ions through these layers, it is assumed that there are no changes in their
thickness. Also the diffusivities are assumed to be constant throughout the thickness. The
transport properties of Li-ion through these layers will follow the Fick’s Second law of diffusion,
when a small perturbation is introduced over the steady state condition.

2
= D22 (0<x<Ly);
7] a2
2= Dy (L <x <Ly +1Lp) (1)

Applying Laplace transformation to equation set (1) to convert them into linear differential

equations:



d?é1(x.s)
dxz '’

—c1(x,0) + s¢;(x,s) =D,

d?¢é,(x,s)

—c,(x,0) + sé,(x,s) = D,

2)

where ¢;(x,0) and cx(x,0) are the steady state initial conditions before the perturbation was
introduced. We introduce variables Ac; and Ac,, which are the difference between the
instantaneous concentration values from their steady state values. Therefore, the equation set (2)
can be re-written as:

A _ a*aéy(x.s) |
sAé,(x,s) = Dy —a
n _ d?4aé,(x,s)
sAé,(x,s) =D, — (3)

The characteristic solutions for the above linear differential equations are (no particular
solution is there since constant = 0):

Aé,(x,s) = a, exp (\E x) + a, exp (—\E x) ;
46,05) = frexp ([ = 1) + Brexn (= [ e 1) @)

The diffusion flux AJ in the Laplace space can be calculated by calculating the derivative of
the equation set (4) and multiplying by appropriate pre-factor (-D; for AJ, and -D, for AJ).

4, (x,5) = —/sDy [“1 exp (\/Dzl x) — ay exp (—\E x)] ;
Af>(x,5) = —[sD, [,31 exp (\/DEZ (x - Ll)) — Baexp (—\/DEZ (x — Ll))] (5)

A matrix formulation can be constructed based on the ideation by Chen et al. and Diard et al.
to represent the concentration and the diffusion flux at a certain point in space, with respect to
another point (both points within the boundary).”>*

5 sinh(\/Dzld)
4¢1(x,5)| _ COSh( o 5) 7. ||4é(x +6,5)

41¢1:9) —y/sD;sinh (anl 6) cosh (\/DE1 6) A +6.9)

Similarly, the matrix formulation for the region L;<x<L, can be written as

(6)



| 5 sinh(\/Dzzé‘) I
A8, (x,8)| cosh (JD:Z 6) —/sD, Aéy(x +8,5)
Af,(x,8)1 Af,(x +6,5)
’ —\/sD,sinh <\/DE 6) cosh (\/DE 6) ’
2 2

Now, the diffusion impedance Z is (OE/01)n Which can be written as (OE/0c)(0c/0J)(0)/01) by
chain rule. The terms (0E/0c) and (0J/01) can be clubbed as a constant k. These values can be
obtained by plugging in the appropriate expressions for dependence of electrochemical potential
with concentration (can be calculated by estimating the SOC of the material), and dependence of
current density with current. Therefore diffusion impedance is directly proportional to (oc/dJ),
which can now be obtained from the equations (6) and (7). For x=0 and =L, (the end points of
the passivation layer) in equation (6), and x=L; and 6=L, (the end points of the SEI layer) in
equation (7), we obtain

(7

| 5 sinh( D—1L1) |
4¢,(0,5)| _ cosh (\/D:1 Ll) ~ /D, Aé;(Ly,s)|

4091 —/sD;sinh (\/Dzl Ll) cosh (\/Dzl Ll) SACT

I sinh( D—Lz) I
A h fi L N7z A
Aé,(Lq, s) _ cos ( D, 2) —./sD, Ay (Ly + Ly, s)
AJ(Ly, 5) a B AJp(Ly + Ly, 5)
2 - sDzsinh< Di L2> cosh< Di L2> 2 ?
2 2

In order to maintain the conditions for continuity and conditions for no charge accumulation at
the interface, we have A¢; (L;, s) = A¢, (L, s) and Al (Ly, s) = Al (L1, s). We introduce three

variables which are m = -Dy/L, A =/D;/D, and A = /D, /D,(L,/L;) to simplify the matrix, and
represent /s/D; L, as u. Therefore, the two equations in the set (8) can be combined to obtain

®)

Afl(O, S) _ |a11 a12| Aé\z(l‘l + Lz, S) (9)
Af;(0,5) az1 A2l |Af,(Ly + Ly, s)
where

a,,; = cosh(u) cosh(Au) + %sinh(u) sinh(Au)

cosh(u) sinh(Au) sinh(u)cosh(Au)
a12 = +
—/SDq —/SD;

a,,; = —/SD;sinh(u) cosh(Au) — ,/sD, cosh(u) sinh(Au)



a,, = cosh(u) cosh(Au) + A sinh(u) sinh(Au)

Zmi is directly proportional to A¢; (0, s)/ AJ; (0, s), which can now be effectively calculated by
putting the appropriate expression for Aé, and AJ, in equation (9) based on the boundary
conditions present in the system under consideration. Since lithium foil surface exists at
x=L;+L,, it acts as an infinite source of the diffusing lithium ions. Thus, A, (L;+L,, s) = 0.
Therefore, the expression for Z,,; can be written as

40:1(0,5) _ G2 _ Atanh(Au)+tanh(u) (10)
Aj1(0,5) sy mu[A tanh(u) tanh(Au)+1]

By putting complex number s = jo in the above equation (10), the net complex impedance due to
bilayer diffusion can be obtained. This expression is incorporated into the ZSimpwin framework
as the J symbol.

Zmt &

Electrolyte | Q (Yo, n) [S- | Rerre[ohm- Reecfohm- | Q (Yo, n) | J (Yoo @0, A, A) [S-
sec"/em’, cm?] cm?] [S- sec"/cm’, sec”,
dim.less] sec“/cmz] dim.less, dim.less]

EL7 5.617E-6, 131.1 184.4 0.00157, 0.001351, 152.3,
0.6506 0.5825 0.05876, 72.59

LTLP 2.648E-6, 44.72 11.31 0.0006098, | 0.04464, 45.12,
0.8802 0.4683 4.775, 44.95

Table S10: Equivalent Circuit Parameters after fitting the experimental EIS spectrum for EL7
and LTLP Electrolytes, after 100 cycles of cycling of the Kazakhstanite electrodes.




Section S5: Structural Characteristics and addition electrochemical results for commercial
V205, as-synthesized LiV3;Og, and commercial LiMn, 04
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Figure S22: Microstructural (Scanning electron micrographs) and Structural (X-ray
diffractograms) features of (a) Commercial V,0s, (b) As-synthesized LiV30s, (c) Commercial
LiMn,04, which have been used to experimentally validate the theoretical results.
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Figure S23: Charge-Discharge Profile of the commercial LiMn,O,4 electrodes tested with EL7
electrolyte (First five cycles). The specific capacity of the electrodes obtained with EL7
electrolyte are very low due to the high viscosity of the EL7 electrolyte, making it unattractive to
use as a potential electrolyte for LiMn,0O4 cathode.
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