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1
2 Computational details

3 First-principles calculations were performed using Vienna Ab-initio Simulation 
4 Package (VASP.5.4.4).1 Unless otherwise specified, the generalized gradient 
5 approximation (GGA) with the Perdew−Burke−Ernzerhof (PBE) functional was 
6 employed to describe the exchange-correlation effects, with ionic potentials treated by 
7 projector augmented wave (PAW) approximation.2–4 A cut-off energy of 520 eV was 
8 used in all calculations, together with electronic energy threshold of 10−5 eV and force 
9 criteria of 0.015 eV/ Å to achieve convergence. The dispersion correction for van der 

10 Waals interaction between absorbates and the substrates was adopted by using DFT-D3 
11 method from Grimme et al.5 Prior to surface calculations, bulk BTO with tetragonal 
12 structure bulk was relaxed. Both BTO (001) and (010) surfaces were modeled using 2
13 2 slabs with three Pt layers as electron reservoir. Apart from the Pt layers, the TiO2- ×  

14 terminated slabs contain 11 atomic layers. The Pt layers were relaxed before they were 
15 fixed upon adsorption of hydrogen. An 8  8  8 and 4 4 1 Monkhorst-Pack k-× ×  ×   ×  

16 point meshes were used for the integration in the Brillouin zone for BTO bulk and slab 
17 supercells, respectively.6 A vacuum layer with the thickness of 15 Å was applied for all 
18 slabs to avoid spurious interactions. Dipole correction was considered throughout the 
19 slab calculations. The polarization of BTO bulk and slab was calculated based on the 
20 Berry phase method.7 Apart from considering the polarization change from counterpart 
21 electronic redistribution in the slab, the slab BTO was treated as supercell only 
22 consisting of oxide atomic layers, excluding the bottom TiO2 layer for stoichiometry 
23 sake, when calculating polarization by the method reported.8–9 To appropriately 
24 describe the strong correlation between d electrons, on-site Coulomb repulsion U (Ueff 
25 = 6 eV) for the Ti 3d electrons was included to evaluate the electronic structure based 
26 on Dudarev method.10 
27
28 The reaction equations involved in HER are given as follows:

29  (Volmer step)                                         (1)*+ H + + e -
 ↔H *

30 (Heyrovsky step)                                   (2)H * + H + + e -
 ↔ *+ H2 

31 (Tafel step)                                        (3)H * + H *
 ↔ 2 *+ H2    

32 where * denotes the surface catalytic site and *H denotes the H atom adsorbed on the 
33 surface catalytic site. Since the formation of gaseous hydrogen ( +2 H2) is at 2H + e - ↔ 

34 equilibrium state at standard condition (1atm, 298.15 K), the free energy of proton and 
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1 electron, G( + ), can be simplified by  based on the computational hydrogen H + e -
1
2
G(H2)

2 model.11,12 Thus, the free energy change of hydrogen adsorption for Volmer step can 
3 be derived as: 

4                                    (4)
∆G

H *  
=  G

H *  
-  G * -  

1
2
G(H2) +  ∆G(pH)

5 where  = -RTln[H+] = 0.059 pH is used to describe the pH effect from ∆G(pH)  ×  

6 solvation.13 
7 Likewise, the free energy change of hydrogen desorption for Heyrovsky: 

8                                    (5)
∆GH2 =  G * +

1
2
G(H2) -  G

H *  
+ ∆G(pH) 

9 or for Tafel step: 

10                                       (6)
∆GH2 =  2 ×  (G *  +  

1
2
G(H2) -  G

H * )

11 The HER activity of BTO under different polarization state is mainly described by 
12 the Gibbs free energy change of hydrogen adsorption, while hydrogen adsorption 
13 strength is described by hydrogen adsorption energy. The hydrogen coverage is defined 
14 by the number of adsorbed hydrogen, nH, over the total number of specific adsorption 
15 sites(oxygen), ntot, on the studied BTO surface on which the adsorption occurs. The 
16 adsorption energy of hydrogen (ΔEads) was calculated based on14

17  =  ( ),                                  ∆Ea d s
 
1

nH
EB T O+ nH ‒ EB T O‒

nH

2
EH2

18 (7)

19 where  and  are the energy of the hydrogen-adsorbed final configuration EB T O+ nH EB T O

20 and the hydrogen-free initial configuration, respectively. The Gibbs free energy change 
21 is expressed with respect to the adsorption energy by

22  =  +  (  − ),                                   (8)
∆G

H *  ∆Ea d s
 
1

nH ∆EZ P E T∆SH

23 where  and ∆  are the change in the zero point 
∆EZ P E=  E

nH
Z P E‒

nH

2
E

H2
Z P E SH =  S °

nH
‒

nH

2
S °

H2

24 energy (ZPE) and entropy between the adsorbed state H* and the gas phase H2, 

25 respectively. Gibbs free energy correction was made by using VASPKIT.15

26
27
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1 Figure S1 The evolution of polarization and bandgap with Ueff for bulk BTO. The blue 
2 dashed line refers to the experimental bandgap of 3.2eV.

3 Figure S2 The sideview of whole BTO slab model after surface relaxation under varied 
4 polarization state: (a) the downward polarization state, (b) upward polarization state, 
5 (c) the rightward in-plane polarization state, and (d) the non-polar state. The three layers 
6 of platinum atoms are introduced at the bottom of the BTO slab model in order to 
7 passivate the dangling bonds of the lower BTO surface and act as an electron reservoir. 
8
9

10
11
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1

2
3 Figure S3 The Ba-O-H angle between OH dipole and neighboring Ba-O bond under 
4 various polarization states. Herein, only upper four atomic layers of BTO slabs are 
5 shown for simplicity.
6
7 Table S1 The Gibbs free energy change of hydrogen adsorption and hydrogen 
8 adsorption energy on BTO with topmost two layers relaxed under various polarization 
9 states.

Polarization 
state

Initial hydrogen 
adsorption 

configuration
/eV

∆G
H *  Eads/eV

Final hydrogen adsorption 
configuration

1-Ti-Top 2.7366 2.6472 1-Ti-Top 

2-O-Top -1.4939 -1.7936 2-O-Top

3-Ti-O-bri -1.5640 -1.8638 2-O-Top
P↓

4-hollow 0.6491 0.5507 4-hollow

1-Ti-Top 0.8575 0.6774 1-Ti-top

2-O-Top 0.2820 -0.0167 2-O-topP↑

3-Ti-O-bri 0.6288 0.4481 1-Ti-quasi-top
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4-hollow 0.4513 0.2702 1-Ti-quasi-top

P→

1-Ti-Top 2.3597 2.2153 Ti-quasi-top

2-O(high)-Top 0.2118 -0.0880 O-quasi-top

3-Ti-O(low)-bri -0.2208 -0.5525 O(low)-hollow-
left

4-hollow -0.2082 -0.5403 O(low)-hollow-
left

5-O(low)-Top -0.1927 -0.5249 O(low)-hollow-
left

6-Ti-O(high)-
bri-left

0.2115 -0.0882 O-quasi-top

7L-O(low)-
hollow

-0.2082 -0.5403 O(low)-hollow-
left

7R-O(low)-
hollow

-0.0392 -0.3715 O(low)-hollow-
right

8U-O(high)-
hollow

-0.1974 -0.5290 O(high)-hollow-
upside

8D-O(high)-
hollow

-0.1969 -0.5288 O(high)-hollow-
downside

9-Ti-O(high)-
bri-right

0.2124 -0.0876 O-quasi-top
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Pn 1-Ti-Top 2.3230 2.1471 1-Ti-Top

2-O-Top -0.0023 -0.3020 2-O-Top

3-Ti-O-bri -0.0780 -0.3776 2-O-Top

4-hollow 2.11 2.0106 4-hollow

1 L, R, U, D refers to left, right, upside, downside, respectively. The initial adsorption 
2 sites 1, 2, 3, 4, …, 9 are indicated in Fig. 3a. The most stable configuration and 
3 corresponding energy values are indicated in bold fonts.
4
5
6
7
8
9 Table S2 A comparison of structural and electronic properties and free energies for the 

10 case in presence of surface reconstruction (P) and the one in absence (denoted as P0) 
11 under varied polarization states. (Partial data are extracted from Figure 2)

BT
O

Surface/subsurface 
Rumpling (%)

Surface 
expansion/
Contraction 
(%)

Vertical 
polarization 
changea(µC/m2)

ΔGH*

/eV
Δ(ΔGH*)a

/eV

P↓ -132 / -4 +0.97 +6.2 (+23%) -1.56 -0.90
P↑ -59 / +93 -1.22 -3.8 (-14%) 0.28 -0.08
P→ -93, -101 / +81 +0.34 +3.1(+11%) -0.22 -1.05
P0↓ -100 / -100 0 0 -0.66 0
P0↑ +100 / +100 0 0 0.36 0
P0→ +100 / +100 0 0 0.83 0

12
13 a change in ΔGH* relative to the case in absence of surface reconstruction.
14 We compare the Gibbs free energy changes (Table S3) using different damping 
15 functions in the DFT-D3 method. The results show that the HER activity trend is 
16 unaffected by the damping functions and the Gibbs free energy changes are quite 
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1 comparable, which is also a reflection of the reliability of the DFT-D3 method.
2
3 Table S3 Gibbs free energy changes of hydrogen adsorption (ΔGH*) of BTO under 
4 varied polarization states using different damping functions in the DFT-D3 method.

BTO DFT-D3(0)a DFT-D3(BJ)b 
P↓ -1.56 eV -1.49 eV
P↑ +0.28 eV +0.28 eV
P→ -0.22 eV -0.19 eV

5 a method of Grimme with zero-damping function
6 b method with Becke-Johnson damping function
7
8
9

10
11
12
13
14
15 Evaluation of BTO stability for HER
16 The catalytic stability is an important figure of merit for a good catalyst in experiments, 
17 especially for commercial applications.17 Aqueous stability or electrochemical stability 
18 can often be reflected from the Pourbaix Diagram, where the stability is judged from 
19 thermodynamics and is computationally affordable.18,19 So, to evaluate the 
20 electrochemical stability of polarized BaTiO3, we constructed its Pourbaix phase 
21 diagram via pymatgen,20 as shown in Figure S4.
22 According to the Pourbaix phase diagram, for the tetragonal BTO phase with out-of-
23 plane polarization, the TiO2-terminated surface should be more electrochemically 
24 stable than BaO-terminated one throughout the E-pH space for HER. On the contrary, 
25 BaO surface tends to be dissolved into electrolyte in the form of Ba2+ and BaOH+ in 
26 acid and strongly alkaline environment, respectively, implying electrochemical 
27 instability. The results are comparable with those reported by Nongnuch Artrith.21 For 
28 the BTO phase
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1

2
3 Figure S4 Pourbaix phase diagram of BTO with (a) out-of-plane polarization and (b) 
4 in-plane polarization.
5
6 with in-plane polarization, the Pourbaix phase diagram remain almost the same as 
7 shown in Figure S5b.
8 In addition, we also evaluated the formation energy of surface Ti vacancy on BTO 
9 surface in presence of hydrogen adsorption to simulate the dissolution of Ti into 

10 electrolyte during catalysis, which is possible as shown in the region below hydrogen 
11 stability as shown in Figure S5 below. The vacancy formation energy is calculated 
12 according to the following equation:22

13 Ef[X
q] = Edefect

tot [X,q] ‒  Eperfect
tot ‒ ∑niui ‒ q[EF +  EV +  ∆V]

14 where  is the total energy of the TiO2-terminated BTO surface slab with Ti Edefect
tot [X,q]

15 defect in the supercell,  is the total energy of the perfect TiO2-terminated BTO Eperfect
tot

16 surface slab,  denotes the total number of atoms of element i (for native host atoms Ti ni

17 removed from (  <0) or for foreign impurity atom added to (  >0) in the slab model), ni ni

18 and  refers to the chemical potential of element i. The value of  is the energy of an ui uTi

19 individual Ti atom.  is the Fermi level with respect to the valence band maximum EF

(a)

(b)
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1 (VBM) ( ), and ΔV is the necessary correction for aligning the electrostatic potentials EV

2 between the perfect surface and a surface with defects in a charged state. Herein, for 
3 simplicity, we mainly deal with the defective TiO2-terminated BTO surface in a neutral 
4 charge state, thus the final term in the above equation will be zero and the equation is 
5 simplified as:

6 Ef[Ti] = Edefect
tot [Ti] ‒  Eperfect

tot + uTi

7 In general, the more negative the formation energy value, the easier the formation 
8 process of vacancy with lower energy barrier. As shown in Figure S6, we find that the 
9 formation energy values under varied polarization state are all positive. This implies 

10 that it requires considerable energy barrier for Ti vacancy to form on BTO surface upon 
11 hydrogen adsorption, suggesting the thermodynamical surface stability of the TiO2-
12 terminated BTO surface in presence of hydrogen adsorption. It is noted that the BTO 
13 surface with upward and in-plane polarization shows higher formation energy value of 
14 Ti vacancy than that with downward polarization, indicating that the former 
15 polarization states could be more energetically stable during hydrogen adsorption. 
16 Therefore, the TiO2-terminated surface in varied polarization states we choose in our 
17 study is assumed to ensure the electrochemical surface stability and long-term stability 
18 for HER, regardless of the polarization states involved.

19

20 Figure S5 Formation energies of a Ti vacancy on BTO surface with hydrogen 
21 absorption under varied polarization states.
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