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## CHARMM Potential Function and Generalized Born Implicit Solvent (GBIS)

The CHARMM potential function ${ }^{1}$ in the fully atomistic molecular simulation is given by:

$$
\begin{aligned}
U_{C H A R M M}= & \sum_{\text {bonds }} K_{b}\left(b_{i j}-b_{0}\right)^{2}+\sum_{\text {angles }} K_{\theta}\left(\theta_{i j k}-\theta_{0}\right)^{2}+\sum_{\text {dihedrals }} K_{\varphi}\left[1+\cos \left(n \varphi_{i j k l}-\delta\right)\right]^{2} \\
& +\sum_{\text {improper }} K_{\phi}\left(\phi_{i j k l}-\phi_{0}\right)^{2}+\sum_{\text {Urey }- \text { Bradley }} K_{U B}\left(U_{i k}-U_{0}\right)^{2} \\
& +\sum_{\text {nonbonded }}\left\{\varepsilon_{i j}\left[\left(\frac{\sigma_{i j}}{r_{i j}}\right)^{12}-2\left(\frac{\sigma_{i j}}{r_{i j}}\right)^{6}\right]+\frac{q_{i} q_{j}}{4 \pi D r_{i j}}\right\}
\end{aligned}
$$

where $K_{b}, K_{\theta}, K_{\varphi}, K_{\phi}$, and $K_{U B}$ are the bond, angle, dihedral angle, improper angle and UreyBradley force constants, respectively; $b_{i j}, \theta_{i j k}, \varphi_{i j k l}, \phi_{i j k l}$, and $U_{i k}$ are the bond length, bond angle, dihedral angle, improper torsion angle, and Urey-Bradley 1,3-distance respectively; $b_{0}$, $\theta_{0}, \varphi_{0}, \phi_{0}$, and $U_{0}$ are the equilibrium terms for such variables; $n$ is the periodicity and $\delta$ the phase of a torsion; $\varepsilon_{i j}$ is the well depth of the Lennard-Jones potential; $\sigma_{i j}$ is the distance at the LJ minimum; $q$ is the partial atomic charge; $D$ is the effective dielectric constant; and $r_{i j}$ is the distance between any atoms $i$ and $j$.

Generalized Born implicit solvent (GBIS) ${ }^{2}$ is used to significantly decrease the computational costs with the approximate method for calculating molecular electrostatics in solvent as described by the Poisson Boltzmann equation (PBE) that models water as a dielectric continuum. ${ }^{3}$ The Generalized Born equation is an approximation of the PBE, and the total solvation free energy is given by: ${ }^{4}$

$$
\Delta G_{\text {solv }}^{G B}=\sum_{i} \Delta G_{i i}^{G B}+\sum_{i} \sum_{i>j} \Delta G_{i j}^{G B}
$$

Where $\Delta G_{i i}^{G B}$ is the Born radius dependent self-energy of atom $i$, and $\Delta G_{i j}^{G B}$ is the GB energy between atoms $i$ and $j$.

## Temperature Intervals with Global Exchange of Replicas (TIGER2)

TIGER2 in implicit solvent
Compared to traditional REMD, the TIGER2 method ${ }^{5}$ significantly improves computing efficiency due to global exchange of replicas, thereby obtaining the global-minimum conformation more efficiently. The sampling cycle is decomposed into (I) heating, (II) sampling, and (III) quenching phases (Fig. S3a). Next, replicas will be compared, selected, and reassigned to higher temperature levels according to their potential energies; i.e., a higher potential energy state is assigned to a higher temperature level. The swap decisions are based on the probability:

$$
P=\min \left[1, \quad \exp \left(\frac{E_{A}-E_{B}}{k_{b} \cdot T_{\text {base }}}\right)\right]
$$

As all the replicas start and end under the baseline temperature, we can freely choose the number of replicas without considering the acceptance ratio, and the distribution of temperatures across the replicas exponentially increase from the lowest to the highest according to the function:

$$
T_{i}=T_{\min }\left(\frac{T_{\max }}{T_{\min }}\right)^{\frac{i-1}{n-1}}
$$

where $n$ is the number of replicas.

Structural refinements in explicit solvent and ionic environments will be carried out using the TIGER2hs method. Compared to the implicit TIGER2 method, in TIGER2hs, simulating in the explicit solvent can predict protein conformations more precisely, and exchanging replicas based on potential energies in the implicit solvent with a layer of explicitly modeled water shell (Fig. S3b) avoid statistical noise generated by fully explicit solvent ${ }^{6}$ while still accounting for more accurate solvation effects ${ }^{7}$ than a purely implicit solvent. The number of water molecules in a shell is based on the proteins' degrees of freedom, such that $N_{\text {shell }}=\frac{1}{3} \cdot \frac{3 N_{\text {protein }}-3}{6}$ where protein has $3 N_{\text {protein }}-3$ degrees of freedom and the water molecule in solution has 6 external degrees of freedom.

## Martini 3.0 Coarse-grain Potential

Martini coarse-grained scheme uses an approximate 4:1 CG-AA mapping by combining topdown and bottom-up strategies. ${ }^{8}$ Among them, Martini 3.0 (version 3.0.b.3.2) ${ }^{9}$ is the newest version of Martini's coarse-grain potential, which updates the parameters and improves the accuracy. The potential energy function in the Martini system is described as:

$$
U_{\text {Martini }}=U_{\text {bonds }}+U_{\text {angles }}+U_{\text {dihedrals }}+U_{\text {constraints }}+U_{L J}+U_{\text {Coulombic }}
$$

Where $U_{\text {bonds }}, U_{\text {angles }}$, and $U_{\text {dihedrals }}$ are harmonic bond, angle, and dihedral potentials, $U_{\text {constraints }}$ is the constraints in rigid rings and secondary structures, $U_{L J}$, and $U_{\text {Coulombic }}$ are Lennard-Jones potentials and Coulombic potentials.

## Relative Accessible Surface Area (RASA)

RASA of a protein residue is used to measure the residue solvent exposure. In this work, we calculated RASA for dityrosine crosslink sites in tyrosine, which is the ortho and meta carbons in the phenol group. The formula is: ${ }^{10}$

$$
\text { RASA }=\frac{\text { SASA }}{\text { MaxSASA }}
$$

Where SASA is the solvent-accessible surface area, and MaxSASA is the maximum possible solvent-accessible surface area for the site. The MaxSASA was obtained from Gly-Tyr-Gly
tripeptides with backbone angles of $\phi=-120^{\circ}$ and $\psi=140^{\circ}$, same as Miller's work. ${ }^{11}$ The MaxSASA of tyrosine is $228.769 \AA^{2}$ based on VMD ${ }^{12}$ TCL scripts, which is comparable to the $229.0 \AA^{2}$ in Miller's work. ${ }^{11}$ Then, we calculate the MaxSASA for four dityrosine crosslink sites in tyrosine, as shown in Table 1. Here, we defined an exposed site that is more than $20 \%$ RASA of the average MaxSASA. ${ }^{13}$ The SASA and the number of exposed dityrosine crosslink sites of representative SELP and Azo-SELP structures were shown in Table S2 and Table S3, respectively. However, in Table 1, we calculated the average values based on the most populated cluster obtained by the TIGER2 REMD sampling methods. Here, we did not show the site with a 0 value of SASA.
a)
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Fig. S1. a) Aryl diazonium salt with sulfonic acid used to modify tyrosine in SELP. b) The forcefield used in modified-tyrosine.


Fig. S2. UV-Vis spectra of SELP (black) and Azo-SELP (red), showing the diazonium modification in Azo-SELP.
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CYCLE 1

## CYCLE 2

b)


Fig. S3. a) The scheme of the TIGER2 method, each sampling cycle contains (I) heating, (II) sampling, and (III) quenching phases. b) SELPs with water shell.


Fig. S4. The scheme of the FAMD simulations with the TIGER2 method for folding SELP at 280 K and 340 K .
a)

b)


Fig. S5. a) Martini CG mapping from the representative FA SELP model. The CG model is consistent with the FA model regarding the radius of gyration after 20 ns CGMD simulations. b) Four SELP models at 340 K , including FA model, CG model mapped from FA model after 20 ns CG simulation, 500 ns CGMD simulation K as in the Method section from CG SELP model at 280, and FA model mapped from CG model obtained in CGMD simulation. The radius of gyration is consistent for all four models, signifying the reasonability for using CGMD to obtain the structure at different temperatures.

117 Table S1 The MaxSASA and SASA (RASA = $20 \%$ ) for four dityrosine crosslink sites of Tyr in 118 Gly-Tyr-Gly.

| Carbon name | MaxSASA $/ \AA^{2}$ | SASA (RASA $=20 \%) / \AA^{2}$ |
| :---: | :---: | :---: |
| CD1 | 27.292 | 5.458 |
| CD2 | 15.458 | 3.092 |
| CE1 | 26.085 | 5.217 |
| CE2 | 32.364 | 6.473 |
| Average | 25.300 | 5.060 |

120 Table S2 The SASA and the number of exposed dityrosine crosslink sites of the representative 121 SELP structure.

| Carbon name | Atom Id | SASA $/ \AA^{2}$ | Exposed site $\left(>5.06 \AA^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| CD1 | 282 | 0.63409913 | 0 |
| CD2 | 289 | 0.42273274 | 0 |
| CD1 | 895 | 8.03192234 | 1 |
| CE1 | 897 | 5.91825819 | 1 |
| CD2 | 902 | 6.76372385 | 1 |
| CE2 | 904 | 6.12962484 | 1 |
| CE1 | 1510 | 3.38186193 | 0 |
| CD1 | 2734 | 4.22732735 | 0 |
| CE1 | 2736 | 7.18645668 | 1 |
| CD2 | 2741 | 8.877388 | 1 |
| CE2 | 2743 | 5.91825819 | 1 |
| CD1 | 3347 | 3.80459476 | 0 |
| CE1 | 3349 | 9.0887537 | 1 |
| CD2 | 3354 | 4.86142635 | 0 |
| CE2 | 3356 | 9.93421936 | 1 |
| CD1 | 3960 | 2.32503009 | 0 |
| CE1 | 3962 | 5.28415918 | 1 |
| CD2 | 3967 | 6.34099102 | 1 |
| CE2 | 3969 | 10.145586 | 1 |
| CD1 | 4573 | 1.69093096 | 0 |
| CD1 | 5186 | 4.65006018 | 0 |
| CE1 | 5188 | 9.30012035 | 1 |
| CD2 | 5193 | 3.80459476 | 0 |
| CE2 | 5195 | 8.24328804 | 1 |
| CD1 | 5799 | 2.9591291 | 0 |
| CE1 | 5801 | 5.28415918 | 1 |
| CD2 | 5806 | 0.21136637 | 0 |
| CE2 | 5808 | 0.42273274 | 0 |
| Total |  | 145.842795 | 15 |
|  |  |  | 0 |

124 Table S2 The SASA and the number of exposed dityrosine crosslink sites of representative Azo125 SELP structure.

| Carbon name | Atom Id | SASA $/ \AA^{2}$ | Exposed site $\left(>5.06 \AA^{2}\right)$ |
| :---: | :---: | :---: | :---: |
| CE1 | 284 | 0.21136637 | 0 |
| CD1 | 910 | 0.84546548 | 0 |
| CE1 | 912 | 7.18645668 | 1 |
| CD1 | 1538 | 11.8365164 | 1 |
| CE1 | 1540 | 12.047883 | 1 |
| CD2 | 1542 | 5.70689201 | 1 |
| CD1 | 2166 | 11.413784 | 1 |
| CE1 | 2168 | 9.51148701 | 1 |
| CD2 | 2170 | 0.21136637 | 0 |
| CD1 | 2794 | 7.60918951 | 1 |
| CE1 | 2796 | 4.22732735 | 0 |
| CD2 | 2798 | 4.01596117 | 0 |
| CD1 | 3422 | 8.877388 | 1 |
| CE1 | 3424 | 11.8365164 | 1 |
| CD1 | 4050 | 5.28415918 | 1 |
| CE1 | 4052 | 8.45465469 | 1 |
| CD1 | 4678 | 0.21136637 | 0 |
| CD2 | 5938 | 4.65006018 | 0 |
| Total |  | 114.13784 | 11 |
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