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I. GAAA 12-mer RNA Tetraloop simulations in the absence of amino acids 

In the absence of amino acids, we have conducted several well-tempered metadynamics simulations of 
12-mer GAAA RNA tetraloop system by choosing different combinations of collective variables (CVs) 
to identify the optimum collective variable (CV) combinations and also to get a reasonable free energy 
estimate of folding–unfolding events. We have encountered problems related to the existence of false 
minima states, lack of convergence and CV-dependent evolution of states in these simulations. The 
details regarding a few of these biased simulations are explained below. 

a) Choice of Collective Variables. In the initial simulations of 500 ns, we took Radius of gyration 
of RNA (Rg) and the total number of hydrogens bonds in the stem region of RNA as CVs. The time 
evolution of hydrogen bonds (HB) and radius of gyration (Rg) of the RNA motif is shown in the Fig. 
S1. We have found from the trajectory that the system was unable to explore the complete unfolded 
state from the starting native folded state. Figure S1a-b show the changes of CVs with time. The 
corresponding free energy surface is shown in Fig. S1c. 

 

Figure S1. a) Evolution of hydrogen bonds with respect to time in the biased simulations using 
hydrogen bonds and Rg as CV’s b) Evolution of Rg  with respect to time in the biased simulations using 
hydrogen bonds and Rg as CV’s c) Free energy plot corresponds to 500 ns simulation with respect to 
biased variables (Hydrogen bonds and Rg) 

 To understand the dynamics of RNA in the folded state, we have clustered the trajectory by which the 
native state is visited by the system in accordance with the ranges of values in biased CV’s (9.7 < 
Hydrogen bonds <10 and 0.89 < Rg < 0.93). We have obtained 4 relevant clusters by which the system 
visited the initial state. The time periods by which the system visited the native state is shown in the 
Fig. S2a and Fig. S2b by labels A, B, C and D. To understand the clusters in more detail, we have 
calculated the torsional parameters χ, ζ, ε and δ (Fig. S3) for RNA structures specifically in the residues 
of stem and loop region of RNA in these clusters. The distributions of these torsional parameters 
averaged over residues, specifically in the stem region and loop region are shown in the Fig. S4a and 
Fig. S4b. We found significant changes in the clusters of the loop region in the clusters indicating the 
need to modify the given description of CV’s.  
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Figure S2. a) Time periods of clusters of structures having equilibrium confirmation of Hydrogen bonds 
in native folded state for the simulation using hydrogen bonds and Rg as CV’s. b) Time periods of 
clusters of structures having equilibrium confirmation of Rg in native folded state for the simulation 
using hydrogen bonds and Rg as CV’s. Four clusters are indicated by A, B, Cand D. 

 

 

Figure S3. Structural representation of various dihedral parameters in a nucleotide unit. 

 

 

Figure S4. a) Torsional parameters (χ, ζ, ε and δ) in the clusters A, B, C and D averaged over the 
residues in the stem region of RNA. b) Torsional parameters (χ, ζ, ε and δ) in the clusters A, B, C and 
D averaged over the residues in the loop region of RNA. 

 



 S3 

Later, we found that ermsd parameter (discussed below) gave a better description of the loop motion; 
as the free energy profiles reweighted against ermd captured discrete minima. In our HB collective 
variable, the hydrogen bonds in the loop region are also considered. The reweighted free energy surface 
with modified HB definition, Rg, and ermsd parameter is shown in the Fig. S5. The new description of 
CV’s were able to distinguish two important minima states M1 and M2. 

 

 

 

Figure S5.  Reweighted energy surface with respect to hydrogen bonds (modified), Rg and ermsd in 
the well-tempered simulations using hydrogen bonds and Rg as CV’s. Two minima states are shown 
by M1 and M2. 

 

b) ermsd as a collective variable 

In the well-tempered metadynamics simulations biased with respect to ermsd, we found that the system 
tries to stay in the native state and never tried to push the system towards unfolded states. The time 
evolution of ermsd, HB, and Rg in the trajectory is shown in the Fig. S6. An unusual structure formed 
by RNA in the simulation is shown in the inset of Fig. S6c. 

 

 

Figure S6.  a, b & c) Evolution of ermsd, hydrogen bonds and Rg with respect to time in the biased 
simulations using ermsd as biased coordinate in the well-tempered metadynamics simulations.  

c) End-to-end distance as a collective variable 

  We have also used end-to-end distance as one of our collective variables to get a completely extended 
configuration. However, with this, we found that the system fails to come back to the native folded 
state, once it started unfolding. We also witnessed some complex structures of RNA that could be 
regarded as false minima, responsible for preventing the folding of RNA in our timescale of simulations. 
The time evolution of the end-to-end distance and the HB is shown in the Fig. S7a and Fig. S7b, 
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respectively.  Some representative structures in the false minima at ~75 ns is shown in the inset of Fig. 
S7b. 

 

Figure S7. Evolution of end to end distance and hydrogen bonds with respect to time in the biased 
simulations using end to end distance as biased coordinate in the well-tempered metadynamics 
simulations. Some of the non-native structures formed by the RNA after 25 ns of the simulations is 
shown in the insets of fig. S6b. 

 

II. Equations for controlled sampling approach 

In well-tempered metadynamics1 the potential experienced by the system in the collective 
variable space at a given time is given by 

𝑉!(𝑠, 𝑡) = ( 𝑤(𝜏)𝑒𝑥𝑝 .−	
{(𝑠 − 𝑠(𝜏)}"

2(𝛿𝑠)"
5,																											(1)
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where 𝑤(𝜏) and 𝛿𝑠  represents the gaussian height and width parameters to define the 
gaussian potential at a time interval 𝜏. 

In the parallel bias version of metadynamics (PBMetaD)2, the  bias contribution is defined by 
several one-dimensional bias potentials, each acting on a different CV 𝑠'. The PBMetaD 
potential is defined by 

𝑉(!(𝑠), … , 𝑠*, 𝑡) = 	−
1
𝛽
ln(exp>−𝛽𝑉'!	(𝑠' , 𝑡)?

*

'

,														(2) 

where 𝛽 = (𝑘!𝑇)"# and 𝑉$! is given by  Equation (1). The height of the Gaussian bias added 
along a given dimension is calculated based on the feedback received from other dimensions, 
as 

𝑤$(𝜏) = 𝑤$(0) exp .−	
𝑉$!	(𝑠$ , 𝜏)	
𝑘%∆𝑇

4	𝑃𝑖(𝑠𝑖),													(3) 

where, 

𝑃'(𝑠') = 	
𝑒𝑥𝑝	>−𝛽𝑉'!(𝑠' , 𝑡)?

∑ 𝑒𝑥𝑝*
, 	>−𝛽𝑉,!(𝑠, , 𝑡)?

	 , 𝑎𝑛𝑑	𝑖 = 1,… . , 𝑛						(4) 

 𝑃'𝑠(𝑖)	is a feedback function that modulates the Gaussian height based on the bias 
added along other CVs.  
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While in the umbrella sampling3, the harmonic bias is added to the system in the form; 

𝑤-!(𝑠) =
1
2
	𝜅-(𝑠 − 𝑠-)"	, ℎ = 1,…𝑀											(5) 

where 𝜅- and 𝑠- defines the force constant and mean position of added harmonic bias 
potential at defined windows	ℎ. 

 In our controlled sampling approach by a combination of umbrella sampling and parallel bias 
metadynamics, the collective variable space is defined by  𝑠 = (𝑠#, 𝑠&, 𝑠', 𝑠(, 𝑠)). This approach 
is inspired by the WS-MTD4 and  PBTASS5 methods. Here, Umbrella sampling potential is 
experienced by the umbrella sampling coordinate (𝑠#)  at each of the  defined windows, along 
with bias contribution from parallel bias metadynamics along  the subsidiary collective 
variables (𝑠&, 𝑠', 𝑠(, 𝑠) ) in each of these windows (Please see methods for the defined umbrella 
sampling coordinate and subsidiary collective variables).  

So, the  overall bias contribution to the system is given  by 

𝑊-
!(𝑠)) + 𝑉-

(!(𝑠", 𝑠., 𝑠/, 𝑠0, 𝑡), ℎ = 1,… ,20						(6) 

where ℎ represents the number of windows taken in consideration for the controlled sampling 
approach. 𝑊*

!(𝑠#)	 and   𝑉*
+!(𝑠&, 𝑠', 𝑠(, 𝑠), 𝑡) are given by the Equations 2 and  5, 

respectively.  

Thus the modified Hamiltonian in the presence of added bias potentials can be written as 

𝐻-(𝑅, 𝑃) = 𝐻1(𝑅, 𝑃) +𝑊-
!(𝑠)) + 𝑉-

(!(𝑠", 𝑠., 𝑠/, 𝑠0, 𝑡), ℎ = 1,… ,20					(7) 

Where 𝐻1(𝑅, 𝑃) defines the underlying potential energy of the system in the absence of any bias. 

To obtain the unbiased probability distribution, the reweighting procedure is undertaken as 
follows. We have concatenated trajectories from each individual windows to have a global 
trajectory to calculate the bias experienced by each frame in the trajectory. We have reweighted 
the metadynamics bias potential (contributed by subsidiary collective variables) felt in each of 
these independent runs above each of the frames in the a global trajectory by the final bias-
based reweighting approach for parallel bias metadynamics implemented in PLUMED.2, 6, 7 
This was later combined with the umbrella bias potential, and weight per frame was calculated 
by self-consistently solving the WHAM equations8. Finally, the free energy surface is 
constructed  with respect to defined collective variables using  	𝐹(𝑠) = −𝑘!𝑇	𝑙𝑛𝑃(𝑠). 

 

 

III. Convergence of free energy profiles 

The free energy surface for the folding-unfolding equilibria of RNA tetraloop with respect to 
all biased collective variables in the presence of  L-arginine and D-arginine is shown in the 
Fig. S8. 
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Figure S8.  Free energy profiles at different timescales corresponding to RNA folding-unfolding 
equilibria projected with respect to all biased collective variables in the controlled sampling approach, 
a) in the presence of L-arginine, and  b) in the presence of D-arginine.  
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Figure S9. 2D Free energy profiles of folding-unfolding equilibria in the presence of D-arginine and 
L-arginine. The 𝐿" error errors corresponding to the final free energy surfaces (after 950 ns for D-
arginine and after 900 ns for L-arginine) are shown in the inset of the free energy surfaces.  

 

 For 𝐿" error calculations, we have considered reweighted 2D free energy surfaces at 50 ns intervals in 
the last 150 ns and compared to the final free energy surfaces (at T=950 ns for D-arginine and T=900 
ns for L-arginine) shown in Fig. 3a and Fig. 3b of the manuscript. The 𝐿"error is calculated using the 
following equation; 

𝐿" =	 YZ |	𝑓&(𝑥) − 𝐹(𝑥)|" 𝑑𝑥]
)
"
, 

where 𝑓&(𝑥) is the t-th function in a series of functions and F(x) is the ideal function (referred with 
respect to final free energy surface) being compared to. For calculations, we have used only the regions 
in CV space where the free energy is lesser than 5 kcal/mol in the final free energy surface. This is 
because we are mostly interested in the convergence of the free energy minima states corresponding to 
folded, misfolded, and unfolded states described in the manuscript. The free energy surfaces and the 
corresponding  𝐿"	error are shown in Fig. S9. 
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IV. Reweighted free energy plots with respect to subsidiary collective variables in the 
presence of amino acids. 

 

The 2D reweighted free energy surface for folding-unfolding equilibria in the presence of D-
arginine and L-arginine with respect to Stem distance (umbrella sampling coordinate) and other 
subsidiary collective variables (discussed in the methods section) is shown in the Fig. S10. The native 
folded state is found to have maximum number of hydrogen bonds and possible contacts between the 
stem regions with minimum Rg and end to end distance values. While, the misfolded and unfolded 
states found to form lowest possible contacts and hydrogen bonds with gradual increase in the values 
for Rg and end to end distance. The global minima states is found to be folded state (Stem distance < 
1.8 nm) in the presence of D-arginine and misfolded state (Stem distance between 1.8 nm  and 4.0 nm)  
for L-arginine. 

 

Figure S10.  2D Free energy landscape of folding-unfolding equilibria in the presence of D-arginine 
and  L-arginine reweighted with respect to stem distance (umbrella sampling coordinate) and other 
subsidiary collective variables.  
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Figure S11. 3D free energy surface of folding-unfolding equilibria in the presence of D-arginine and 
L-arginine with respect to Stem distance, Rg and ermsd. 

 

The 3D free energy surface with respect to stem distance, Rg and ermsd is shown in Fig. S11. The 3D 
FES also distinguishes the significant free energy minima states associated with folding-unfolding 
equilibria similar to the observations discussed in the result section of the manuscript, in accordance 
with the 2D free energy profiles. 

 

V.  Distribution of dihedral parameters in the RNA with and without arginine 

 

We have calculated the distribution of various dihedral parameters determining the secondary structure 
content of the RNA motif. If there is any distinct change in peak positions of the dihedral distribution, 
it tells about the conformational change in the structures of RNA. The dihedral parameters are averaged 
over the residues of RNA along the trajectory of simulation in the folded cluster of RNA. The dihedral 
distribution of various dihedral parameters is shown in Fig. S12 along with the structural representation 
of dihedral parameters. 
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Figure S12. Distribution of structural content in RNA motif in terms of dihedral parameters in the 
systems of RNA  (absence and presence of arginine). The distributions are obtained based on simulation 
trajectory from controlled sampling approach (for the systems in the presence of arginine) and well-
tempered metadynamics simulation trajectory (for the system in the absence of arginine) in the folded 
cluster of RNA. 

We observed that the perks in the probability distribution are found to be in a similar range for various 
dihedral parameters with moderate deviations in the height of distributions. As we could not observe 
distinct peaks in each of these observations in the RNA (with and without arginine), it concludes that 
inversion in geometry with respect to structural changes in RNA  is not observed in our simulations.  

 

VI. Representation of edges of interactions in the folded state of RNA 

The mapping of RNA bases based on various edges of interaction is shown in the Fig. S13. The three 
letter code based on Leontis RNA structure classification9, 10 is shown in Table S1. Triangular 
representations of some of these relevant interactions with respect to to cis/trans glycosidic rotations is 
shown in the Fig. S14. 
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Figure S13. a) Representation of interacting edges in RNA bases (Adenine, Cytosine, Guanine and 
Uracil). b) Triangle representation of Watson-Crick, Hoogsteen, and C-H edges. The circle near the 
corner of Hoogsteen/C-H edge  and sugar edge indicates the position of ribose unit. c) Representation 
of cis geometry formed with respect to the glycosidic bonds formed by neighbouring bases. d) 
Representation of trans geometry formed with respect to the glycosidic bonds formed by neighbouring 
bases. 
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Table S1: Notation for the three letter codes assigned based on the edges of interactions between 
the bases and glycosidic bond orientation. The notation is followed based on Lenotis represention 
of RNA base classification 

 

 

 

 

Figure S14. Triangle representation of relevant possible orientations that can be formed by nucleobases 
in RNA in cis and trans orientation. The interacting edges between the neighbouring bases are separated 
by the surface of contact between the grey and white coloured triangles representing neighbouring 
bases. 
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