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Supplementary Information (SI)

1 Computational protocols to disclose relevant properties of battery materials 

1.1 DFT protocol

The purpose of this supplementary information is to disseminate a practical protocol disclosing 

the main ground state properties of known or hypothetical battery materials. Such a theoretical 

protocol using density functional theory (DFT) can be used for a number of purposes: 

1. Determination and prediction of lattice parameters and electronic structure properties (such 

as energy gap), density of the states and projected density of the states to disclose the 

bonding nature of the constituent ions and their contribution to the electronic properties. 

2. Exploration of first-order thermodynamic stability of the compounds considered such as 

the standard molar and standard formation enthalpies; 
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3. Exploration of second-order thermodynamic stability such as the stability upon individual 

constituent ion during the insertion/disinsertion process, with particular interest on alkali 

ions; and 

4. Exploration of open cell voltage and, if it is possible, theoretical capacity.

The open cell voltage (V) can also be obtained from DFT computations. The open cell voltage 

is directly proportional to the alkali chemical potential difference between cathode ( ) 
𝜇𝑐𝑎𝑡ℎ𝑜𝑑𝑒

𝐴 +

and anode ( ):1-3𝜇𝑎𝑛𝑜𝑑𝑒
𝐴 +

                                              (1)
𝑉 =  ‒ (𝜇𝑐𝑎𝑡ℎ𝑜𝑑𝑒

𝐴 + ‒  𝜇𝑎𝑛𝑜𝑑𝑒
𝐴 + ) Δ𝑥𝐹

where F is the Faraday constant and  is the charge displaced from the electrode considered. Δ𝑥

Equation (1) can be simplified in terms of Gibbs free energy and further in total energy.1-3 

1.2 Molecular dynamics simulations 

Molecular dynamics (MD) is well-known as a powerful simulation tool that permits the motion 

of the particles in a system to be directly studied.4,5 This methodology is based on the numerical 

solution of the second Newton law of motion for a particle (ions, atoms) system. For instance, 

MD uses the interatomic potentials (force fields) to evaluate the interatomic interactions 

explicitly. When it is enabled for DFT computations, ab initio molecular dynamics emerge in 

which the interatomic interactions are evaluated from pseudopotentials instead of a classical 

force field. Further details concerning the MD backgrounds can be found elsewhere.

The mean-square displacement (MSD) at each temperature (T) of the ion considered is 

calculated by the equation (2):

                                    (2)
𝑀𝑆𝐷(𝑡) =

1
𝑁

𝑁

∑
𝑖 = 1

〈[𝑟𝑖(𝑡0 + 𝑡) ‒ 𝑟𝑖(𝑡0)]〉2
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where  is the number of mobile species,  the required time for the simulation box reaches 𝑁 𝑡0

the thermodynamics equilibrium (equilibrium time) and  the atomic coordinates of the mobile 𝑟𝑖

species considered in the simulation box. The plot of  at a temperature T, against simulation 𝑀𝑆𝐷

time , must be a straight line, and the slope of this line represents the diffusion coefficient  𝑡 𝐷

as expressed in equation (3):

                                                                            (3)𝑀𝑆𝐷 = 2𝑑𝐷𝑡

where is the degree of freedom.4,5𝑑 

    The ionic conductivity or direct current conductivity ( ) can be obtained employing the 𝜎𝐷𝐶

Nernst–Einstein relation (4):

                                                        (4)𝜎𝐷𝐶(𝑇) = 𝐻𝑉𝑁𝑞2𝐷(𝑇) 𝑘𝐵𝑇  

where  is the charge of the mobile ion,  represents the number of mobile ions per unit volume, 𝑞 𝑁

 the Boltzmann constant, and  represents the Haven’s ratio.3,6𝑘𝐵 𝐻𝑉

After application of this procedure for various temperature values, we obtain a series of 

values for  and , that can be fitted with the aid of an Arrhenius-type function : 𝐷(𝑇) 𝜎𝐷𝐶(𝑇)

 ;                        (5) 𝐷(𝑇) = 𝐷0𝑒𝑥𝑝( ‒ 𝐸𝑎/𝑘𝐵𝑇) 𝜎𝐷𝐶(𝑇) = 𝜎0𝑒𝑥𝑝( ‒ 𝐸𝑎/𝑘𝐵𝑇)

to obtain the simulated activation energies ( ) for diffusion and electrical conduction, 𝐸𝑎

respectively. In equation (5),  and  are pre-exponential factors for diffusion and conduction, 𝐷0 𝜎0

respectively. The simulated values of  and in particular of  are valuable parameters 𝐷(𝑇) 𝜎𝐷𝐶(𝑇)

as they can be directly compared to the experimental results reported in the literature. This 

provides a certain calibration for the computational results.43-45
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1.3 Static simulations

1.3.1 Nudged elastic band. 

Another popular method to explore transport properties of compounds is the nudged elastic 

band (NEB) method.8,9 NEB can be regarded as derived from the classical transition state 

theory (TST) of chemical kinetics. The TST is indeed crucial in the understanding and design 

of chemical reaction, alkali migration path, and activation energy involved in battery 

materials.8,9 This method considers two main data, namely the true transition state structure and 

the minimum energy migration path, including the activation energy by taking a hypothetical 

reaction path. The synchronous transit method (Sync) is efficient to predict the transition state 

structure, whereas the NEB discloses the minimum energy path, the activation energy, and 

together with the TST, the diffusion coefficient at ambient temperature of the migrating ion 

considered.8-10

The NEB algorithm is in fact a method for constructing a minimum energy pathway between 

the reactant(s) and product(s) (see Fig. S1). NEB calculations assumes the existence of a 

sequence of structures (also called images, replicas or reaction coordinates) describing the 

reaction path. Between initial and final configuration, various intermediate images can be 

provided intentionally, in which the image interpolation is performed between the reactant and 

the nearest image, and then between consecutive intermediate replicas until the final 

configuration. Each NEB optimization cycle consists of energy and gradient evaluations of 

images with geometries describing the path between the two endpoints (reactant and product). 

The simplest idea to find the minimum energy path is introducing an interaction between 

neighboring replicas by a spring with spring constant k.8-10 
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Figure S1: Scheme representing a hypothetical reaction pathway including the reactant(s), 

transition state and product(s).

   The activation energy is obtained from the energy difference between reactant(s) and 

transition state. The reaction coordinate corresponding to the energy saddle point discloses the 

transition state structure (see Fig. S1). The rate constant (Rc) of the hypothetical reaction obeys 

the Arrhenius-type equation:

                                                           (6)𝑅𝑐 = 𝜈𝑒𝑥𝑝( ‒ 𝐸𝑎 𝑘𝐵𝑇)

where is a constant,  the activation energy,  the Boltzmann constant and T the 𝜈 𝐸𝑎 𝑘𝐵

temperature.11 The diffusion coefficient (D) can be evaluated by a similar Arrhenius-type 

dependence:

                                              (7)
𝐷 =

1
2

𝛼2𝜈𝑒𝑥𝑝( ‒ 𝐸𝑎 𝑘𝐵𝑇) =
1
2

𝛼2𝑅𝑐

where  is the diffusion length (or jump distance) of the diffusing ion,  the attempt frequency 𝛼 𝜈

(or hopping rate) which amounts to 1013 Hz at 25°C.11

  As the NEB approach implies geometry optimization calculations, the search for transition 

states can be performed by using either force field or DFT methods.7,11 Note that, NEB and 

Sync computations are classified as static simulations, i.e.: the influence of the temperature is 
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not considered. In this sense, NEB and Sync computations are good for a rapid predictions of 

transport properties and diffusion path, but large-scale MD simulations is advisable to include 

the influence of other factors, including the temperature. Another consideration for these static 

simulations is the selection of the force field. In some cases, the replica number (or reaction 

coordinates) is fundamental, because if a few number of N is selected, the real transition state 

structure can be hidden between reaction coordinates. The spring constant, k, connecting the 

replicas, is other factor to be considered. There are two variants for selecting k: it can be fixed 

or varying between replica in a value range.9,10 The reader can guess the optimum k value to 

ensure rapid convergence for the computations. 

1.3.2 Defects energetics

Defect energetics protocol has abundantly been described elsewhere.12-18 This methodology 

leads to a determination of the defect -or defect cluster- behavior and their interaction with the 

local environment in the lattice structure of solid-state materials. This procedure is based on 

the concept of punctual defects, mainly divided by substitution, interstitial and vacancy. These 

defects can be present in the lattice structure intentionally, called doping, or accidentally during 

a sample preparation. A vacancy is generated by a breaking of bonds and results in a structure 

where the usually occupied lattice sites become unoccupied, which affects the local 

environment in the crystallographic position where it is created. Interstitial defect is generated 

when a host or foreign ion occupies empty spaces within the local lattice structure, and it could 

be created by doping (adding foreigner ions) or interpreted as a consequence of synthesis 

process. There are semi-chemical equations which describe the appropriate mode of the dopant 

incorporation into the lattice structure, depending of the stoichiometry of the crystal structure 

of interest. These equations are called incorporation mechanisms of the dopant. The well-

established Kröger-Vink notation is used to describe explicitly the incorporation 

mechanisms.19 The Kröger-Vink notation uses three labels to define the defect type. For 
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instance, considering the ABC lattice structure, if  and  are the A substitution positions 𝐴𝛼 𝐵𝛽

with a formal ion charge  and the B host cation with a charge  in the lattice structure, then 𝛼, 𝛽

 represents that the ion  is maintained in its crystallographic position in the lattice structure; 𝐴𝐴 𝐴

 represents the substitution of  in the crystallographic position of  and  is the formal 𝐴𝑐
𝐵 𝐴𝛼 𝐵𝛽 𝑐

charge difference between A and B ions (or net charge), which takes single point (•) and (/) for 

positive or negative charges, respectively. If  (i.e.; isovalent substitution) a superscript 𝑐 = 0

(×) is used; to represent a vacancy of , the notation of  is used and the vacancy charge is 𝐵𝛽 𝑉𝛽
𝐵

opposed to the formal charge of the ion considered. Interstitial defect type is represented as 

, where the subscript  means interstitial incorporation.  When various defect types lie in a 𝐴𝛼
𝑖 𝑖

crystal structure, the can form a defects cluster. It is important to highlight that the defective 

lattice structure must be charge compensated to ensure the stability and the proper existence of 

the compound. The common methodology used to study the defects energetics is based on the 

Mott-Littleton method (also called two-region or multi-regions strategy), where the defects 

(isolated defect or defects cluster) are simulated at the infinitely dilute limit.20 A diagrammatic 

representation of the Mott-Littleton approximation is shown in Fig. S2. Under this approach, 

the overall focus where the defects are located is divided in two concentrically spherical regions 

with radius R1 and R2, respectively. The defect(s) are located in the inner region are referred 

to as R1, where the atomic interactions are calculated explicitly considering the Coulombic 

interactions, and the force field. The outer region is treated as a dielectric continuum method. 

The total defect energy, ET, is described by equation (8):

                                    (8)𝐸𝑇 = 𝐸1(𝑥) + 𝐸12(𝑥,𝜖) + 𝐸2(𝜖)

where the interatomic displacements in the inner region are denoted by x and the external by , 𝜖

E1 and E2 represent the energies of regions 1 and 2, respectively, and E12 is the interchange 

energy between them. 
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Figure S2: Schematic representation of the two-region strategy.

The procedure to make a defect energetics calculation is standard. A representative example 

is exposed above concerning defect energetics computation of rare-earth (RE3+) and divalent 

(M2+) dopants in a hypothetical ABO3 structure: starting with the unit cell of the subject 

structure (e.g. ABO3) by using the two regions strategy calculations, in order to obtain:

1. The RE3+ or M2+ substitution energy in A2+ and B4+ into the ABO3 lattice structure, 

including the lattice (cohesive) energy of AO, BO2, RE2O3 (or MO2) and ABO3 

structures.

2. The vacancy formation energy of the host species of ABO3, i.e.; the required energy to 

form a A, B and O vacancy.

3. Selection of the incorporation mechanism for the selected dopant.

4. According to the selected dopant and incorporation mechanism, calculation of the 

solution energy to form all the defects present in the incorporation scheme, i.e.; 

  etc., with reference to the Athkar et. al. method.19-21 𝑅𝐸 '
𝑇𝑖, 𝑅𝐸 ∙

𝐴, 𝑀 ×
𝐴 , 𝑀 ''

𝐵, 𝑉··
𝑂, 𝑉 ''

𝐴
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5. The binding energy of the defects cluster formed in the considered incorporation 

scheme is defined as follow:

                                                                                                     (9) 𝐸𝑏𝑖𝑛𝑑 = 𝐸𝑐𝑙𝑢𝑠 ‒ Σ𝐸𝑖𝑛𝑠

where ,  and  are the binding, cluster and isolated defect energies,  𝐸𝑏𝑖𝑛𝑑 𝐸𝑐𝑙𝑢𝑠 𝐸𝑖𝑛𝑠

respectively.

6. The final solution energy, as a correction of the solution energy by the binding energy 

multiplied by a factor depending of the incorporation mechanism considered.
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Supplementary Tables and Figures

Table S1: Reaction energy (  in eV/atom) of A2B6X13 structures in exchange Δ𝐸
reactions.

A+ Sn4+ X2-

LiSn6S13 Li2Sn5S13 Li2Sn6S12Li2Sn6S13
Δ𝐸 8.1 31.9 81.2

A+ Sn4+ X2-

NaSn6S13 Na2Sn5S13 Na2Sn6S12Na2Sn6S13
Δ𝐸 7.7 31.9 81.2

A+ Sn4+ X2-

KSn6S13 K2Sn5S13 K2Sn6S12K2Sn6S13
Δ𝐸 7.5 31.9 81.2

A+ Ti4+ X2-

LiTi6S13 Li2Ti5S13 Li2Ti6S12Li2Ti6S13
Δ𝐸 8.3 32.9 83.2

A+ Ti4+ X2-

NaTi6S13 Na2Ti5S13 Na2Ti6S12Na2Ti6S13
Δ𝐸 8.3 33.0 81.3

A+ Ti4+ X2-

KTi6S13 K2Ti5S13 K2Ti6S12K2Ti6S13
Δ𝐸 7.7 33.0 81.3

A+ Ti4+ X2-

LiTi6O13 Li2Ti5O13 Li2Ti6O12Li2Ti6O13
Δ𝐸 6.9 34.3 45.9

A+ Sn4+ X2-

LiSn6O13 Li2Sn5O13 Li2Sn6O12Li2Sn6O13
Δ𝐸 6.4 33.6 45.4

A+ Sn4+ X2-

NaSn6O13 Na2Sn5O13 Na2Sn6O12Na2Sn6O13
Δ𝐸 9.2 32.8 45.6

A+ Sn4+ X2-

KSn6O13 K2Sn5O13 K2Sn6O12K2Sn6O13
Δ𝐸 8.6 32.9 45.6
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Table S2: Thermodynamic data of the A2B6X13 compounds and their binary decomposition. 

Band gap (Eg) and open cell voltage (V) are included for comparison [21,22]. 

Compound (kJ.mol-1)∆𝑓𝐻𝑚 (kJ.mol-1)∆𝑓𝐻𝑚 Eg (eV) (V per A+/A)𝑉 
Li2O -599 - - -
Li2S -441 - - -
Na2O -414 - - -
Na2S -364 - - -
K2O -362 - - -
K2S -406 - - -
SnO2 -581 - - -
SnS2 -152 - - -
TiO2 -944 - - -
TiS2 -410 - - -

Li2Sn6O13 - -5553 3.03 1.60
Li2Sn6S13 - -9618 0.69 2.01
Na2Sn6O13 - -5101 2.61 2.30
Na2Sn6S13 - -9226 0.57 1.93
K2Sn6O13 - -5818 3.08 2.15
K2Sn6S13 - -9937 0.49 1.87
Li2Ti6O13 - -6740 3.15 1.72
Li2Ti6S13 - -8743 0.05 2.09
Na2Ti6O13 - -6278 3.5 1.3
Na2Ti6S13 - -8390 0.46 2.07
K2Ti6O13 - -6035 3.3 1.5-1.7
K2Ti6S13 - -8387 0.0 1.93
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Figure S3. Mean square displacement (MSD) of Li ions in Li2-xSiO3-0.5x (LSO), Li2-xNaxSiO3-

0.5x (LNSO) and Li2-xKxSiO3-0.5x (LKSO) as a function of dopant concentration (x). Reproduced 

with permission from reference 5. 
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Figure S4. Trajectory density map of a) Li3OCl, b) Li3OBr, c) Na3OCl and d) Na3OBr 

compounds after 2ns at 700 K. Red and green lines represents the Li and Na trajectory lines, 

respectively.

Figure S5. Trajectory plots of Li and Na in a) Li2NaOCl, b) Na2LiOCl, c) Li2NaOBr and d) 

Na2LiOBr compounds after 2ns at 700 K. Blue and green color represent the Li and Na 

trajectory lines, respectively.
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