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Part-A (Method-I)

A1l. Time evolution in the Schrodinger picture

As the operator H has off diagonal operators, an additional transformation is performed on the
H operator (resulting in a transformed operator, Hy, which is diagonal in the Hilbert space)
and is defined in terms of the polarization operator basis as follows:
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where S,/3 = (%) + S, are the polarization operators for the ‘S’-spin. For the purpose of
the discussion in this section we have also considered on-resonance CW irradiation (i.e. set

the offset on the ‘I’-spin (Aw) as zero). The coefficients @§Z) /d)}? are defined in terms of the
original w-coefficients in the operator H (Eq.(90) of the main section).
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To maintain consistency, both the initial density operator (p (0) = Sx), the operator, P (t)
and the detection operator, S* are also transformed as follows.

1/2 1/2

pa (0) = Uip (0) UI = Sx cos (Ha ; 6B> — 2Ix Sy sin (60‘ g 95) (6)
P,(t)=UP(t) U} ~ P (t) (7)
Si = U1STUf = 5% cos (GQ%QB) + 2i1xS™ sin (—90‘ ; 95) (8)

where we have retained the corrections due to the transformations for the operator P (t) to the
lowest order.

Employing the above relations, the time-domain signal can be derived through suitable
approximations as follows.

pa (t) = Ua (t) pa (0) UJ () = Pa () e~ py (0) ™' P (2) (9)

where, Uy (t) = UyU (t) Ul = P, (t) e~*Hat_ represents the transformed evolution operator.

pa(t) = Pa(t) M py (0) ™4 PY(t) = {Py (1) + Pi (1) + P2 ()} iy () { BT (1) + PL () + P (1)}

(
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By employing the form of H, given above, the form for g/, () can be derived as follows.

~(2) ~(2)
o t . t
oy (t) = cos (9 5 65) {SX cos (cuI; ) + 217 Sy sin <_w125 )}

~2sin (52 ) {1y cos (af71) + 1y S sin (5471) }

This leads to the following form for the signal expression:

~(2)

52
S(t)="Tr [pa(t) Sf] = Ci (t). cos (“’f; t) + i (t).sin (%’f)

+ Cy (t). cos <@§Z)t> + Sy (t). sin (@ﬁ%)

where the coefficients C; (t)/S; (t) are defined in Table 1.
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Role of non-secular terms in time evolution

To rule out the role of the non-secular terms (such [Hg, H,,]) in H in the discrepancy observed in
the analytic simulations in the Schrodinger picture, additional simulations, both in the presence
and absence of the non-secular terms were performed and compared with numerical simulations.
As indicated in Figure 1, the analytic simulations both in the presence (first row, indicated in
red color) and absence (second row, indicated in blue color) are in complete disagreement to
those obtained from numerical simulations (indicated in black color). Hence, the disagreement
observed in the analytic simulations could be due to some inherent limitations of the method.
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Figure 1: In the simulations depicted, the time-domain signal (panels Al, A2 and B1, B2)
under CW decoupling is illustrated under varying spinning frequencies and RF amplitudes (i.e.
v, = 20 kHz; v; = 50 kHz (panels A1, B1) and v, = 50 kHz; 14 = 20 kHz (panels A2, B2)). The
simulations from numerical methods (indicated through black solid line) are compared with
analytic simulations based on single-mode based Method-I formalism with i) complete form
of H (indicated in red, top row) and ii) with non-secular terms dropped from H (indicated in
blue, bottom row). All other parameters are similar to those employed in the main article.



A2. Time evolution in the Interaction picture

(i) Normal boundary condition (P (0) = 1)

Based on the calculations given in the main section, the final form of the signal expression in
the interaction picture is given by the following equation.

o\t o\Et
St)y="Tr[p(t)S*] = C(t).cos < I; ) + S (t).sin (%) (13)

where the coefficients C; (t)/5; (t) are defined in Table 2.
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(ii) Alternate boundary condition (P (0) # 1)

Employing the bimodal framework, the evolution operator in the standard Hilbert space is
derived in terms of the operators H and P (t), as given below.

U (t) = P(t)e Pt (0) (14)
=T +TY+8%Y =091, + 591,89, (15)
F‘(r?)

P(t)=Py(t)+ P (t) + P (t)
=L +Cr ) I+ Cy ()] +Cpz () ISz +Cuz () ISz

Po(t) Pyi(t)
+gPM (t) II- + CMP (t) I~It + CPMZ (t) ]+I_SZ + CMPZ (t) I_I+S% (16)
Pa(t)

A detailed description of the various cross-terms employed in the derivation of the effective
evolution operator is listed in Table 3.

Subsequently, utilizing the modified form of U (¢), the evolution of the system under CW
decoupling is calculated and given below.

p(t)=U(6)p(O)U (1) = P(t)e"PT(0) p (0) P (0) P (1) (17)

p(t) =P (t)e ™ PT(0) p(0) P(0) ™ PT (1)

= [Py (1) + Py (8) + Py (1)) o (0) [P (6) + P} (1) + P} (1) (18)
where,

o (0) = P1(0) p (0) P (0) = | Pf (0) + P{ (0) + P} (0)] p (0) [y (0) + Py (0) + P (0)
= Ax (0) Sx + Apx (O) [+SX + Aprx (O) 1= Sx + Apy (0) [+Sy + Auy (0) 1Sy
+ APMX (0) ]+]_SX + AMPX (O) I_I+SX + APMY (0) ]+]_Sy + AMPY (O) ]_I+Sy
(19)
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Subsequently, the final form of the signal expression is derived and given below.

S(t)=Tr[p(t)S*] = Ax (t) + (%) {Apyx (1) + Aypx (t) +iApyy (1) +iAppy (1)}
+ {Ch (1) + Cur ()} {Apx (t) +iApy (1)}

{Cy )+ Cp ()} {Amx (t) +iAny ()}

_|_

pz (1) — Cuz (1)} {Apx (t) +iApy (1)}

S~ N N
3
T
N

+
S N N N N
g N L S T R e

+

{Chz () — Cpz ()} {Aux (1) +iAwmy (1)}

The coefficients A (0) and A (t) are described in Table 4.



Operator Coefficient
Ax (0) =1
Sx z
Ax (t) = cos (#
AZY (0) - 0
ISy ,
AZY (t) = 2sin (#)
Apx (0) = C3;(0) + Cp (0) = (3) Cirz (0) Carrz (0) = () Charz (0) Cpz (0)
I+ 5y
Apx (t) = Apy (0) e~ 17t
Apx (0) = Cp(0) + Car (0) = (5) Cpz (0) Crarz (0) = (3) Cirpz (0) Crrz (0)
Iis)(
AMX (t) = AMX (O) 6+M§Z>t
Apy (0) = (3) [Cirz (0) = Cpz (0) = C3; (0) Carpz (0) + Chypz (0) Cp (0)]
ISy
Apy (t) = Apy (O) _ZW(Z)t
Ay (0) = (%) [Cp7 (0) = Crz (0) — Cp(0) Cparz (0) + Cirpz (0) Car (0)]
Ifsy
AMY (t) AMY (0) €+M§Z)t
Apux (0) = C3,(0) Cos (0) = () Cirz (0) Craz (0) — (5) Charz (0) Crarz (0)
[+[_SX 2 2
Apux (t) = Apurx (0) cos wgg’t — Apmy (0) Sln( il )
Anrpx (0) = O3 (0) Cp (0) — () Cp (0) Cpz (0) — (3) Carpz (0) Carpz (0)
I_[+SX 2 »
AMPX (t) :AMPX (0) COS (N( ) ‘l—AMpy SlIl ( )t
Apury (0) = (5) [Charz (0) — Crarz (0) = C3y (0) Carz (0 )+CMZ (0) Cu (0)]
]Jr]iSy »
APMY (t) = APMY (0) COS WES ) + APMX sm ( ( ) )
Appy (0) = (5) [Cirpz (0) = Cupz (0) = C5 (0) Cpz (0) + Cp, (0) Cp (0)]
IferSY 2 2
AMPY (t) = A]V[py (0) COS (#) — AMPX (0) sin <%>

Table 4: Description of coefficients appearing in the derivation of the signal expression
(Eqns.(19) and (20)) based on Method-I (bimodal formalism) with P (0) # 1
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Part-B (Method-II)

B1. Time evolution in the Schrodinger picture

Owing to the similar form of the operator H in both Method-I and Method-II, the diagonaliza-
tion transformation leads to a similar form of the transformed operator, Hy (with Hy = Uy HUY).

Uaﬁ — 6i95[x5/36i9afxsa (21)
(w}y) + 2w%)>
tallga/ﬁ = 2) (22)
wr
H = UsHU!y = 071, + @75 1,5, (23)

_ The coefficients (IJ;Z) / (Z;%) are defined in terms of the original w-coefficients in the operator
H (Eq.(100) of the main section).

SN W 2] s\ ™) 2]
o (_; ) +<_12 +wg>) <_12 ) +(_f2 _wg>> o4
2 2 1/2 2 2 1/2
. 1 ) L I 1 @ LI
(25)

To maintain consistency, both the initial density operator (p (0) = Sx), the operator, P (t)
and the detection operator, S* are also transformed as follows.

pa (0) = Uip(0) U;r = Sx cos (Ha ; 9B> — 2Ix Sy sin (90‘ g 05) (26)
Ag(t) = UL A (1) U =~ A (t) (27)
ST =S cos (—Ha ; 96) + 2iIx S sin (_90‘ g 95) (28)

where we have retained the corrections due to the transformations for the operator A (t) to the
lowest order.

Employing the above relations, the time-domain signal can be derived through suitable
approximations as follows.

pa(t) = Ua (1) pa (0) Uj (1) = =40 ¢ Mty (0) P (i@ (29)

N J/
-

pa(t)

where, U, (t) = U,U (t) U = Py (1) e~flat yepresents the transformed evolution operator.
By employing the form of H, given above, the form for p/, () can be derived as follows.

O — 6 0Dt )
oy (t) = cos ( 5 B) {SX cos (wI; ) + 21, Sy sin <w125

~2sin (52 ) (xS cos (af71) + 1y S sin (5471) } (30)

11



This leads to the following form for the signal expression:

~(2)

~ o\t - (D(Z)t
S(t)y="Tr [pd (t) Scﬂ = (' (t). cos ( I; ) + 51 (t). sin ( I; )

+ Cy (t). cos (@%&) + S, (t). sin (w%s)

where the coefficients C; (¢)/S; (t) are defined in Table 5.

12
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Role of non-secular terms in time evolution

Analogous to the discussion in Part-A, to rule out the role of the non-secular terms (such
[Ho, H,]]) in H in the discrepancy observed in the analytic simulations in the Schrodinger pic-
ture, additional simulations, both in the presence and absence of the non-secular terms were
performed and compared with numerical simulations. As indicated in Figure 2, the analytic
simulations both in the presence (first row, indicated in red color) and absence (second row,
indicated in blue color) are in complete disagreement to those obtained from numerical simula-
tions (indicated in black color). Hence, the disagreement observed in the analytic simulations
could be due to some inherent limitations of the method.
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Figure 2: In the simulations depicted, the time-domain signal (panels A1-A2 and B1-B2) under
CW decoupling is illustrated under varying RF amplitudes (i.e. v, = 20kHz; v; = 50 kHz
(panels Al, B1) and v»; = 50kHz; v; = 20kHz (panels A2, B2)). The simulations from
numerical methods (indicated through black solid line) are compared with analytic simulations
based on single-mode based Method-II formalism with i) complete form of H (indicated in
red, top row) and ii) with non-secular terms dropped from H (indicated in blue, bottom row).
All other parameters are similar to those employed in the main article.
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B2. Time evolution in the Interaction picture

(i) Normal boundary condition (P (0) = 1)

Based on the calculations given in the main section, the final form of the signal expression in
the interaction picture is given by the following equation.

-~ o2t o\t
S(t)y="Tr[p(t)ST] = Ci(t)cos ( 15 ) + 51 (t) sin ( 15 ) (32)

where the coefficients C; (t)/S; (t) are defined in Table 6.

CW Decoupling ) .
Method-I Signal Coefficient
C1 (1) [1 ~3 {léPZ (t) Crrz (1) + 1C2 (t)}]
212 sC%2
Sy (1) [iézz (t)]

Table 6: Description of coefficients (C; (t) and S; (t)) appearing in the derivation of the time-
domain signal (Eq.(96) of the main article) based on Method-II (Interaction picture formalism)

(ii) Alternate boundary condition (P (0) # 1)

Employing bimodal FME formalism, the evolution operator in the standard Hilbert space is
derived in terms of the operators H and A (t), as given below.

U (t) _ efiA(t)efiﬁteiA(O) (33)
H=HY+H? =51, + 01,5, (34)
")

A(t) = A () + A (8) = ?P (I +Co (1) I+ Cpz () ISz + Crrz (t) ISy
A (t)
+Cy (1) I+ Crz (1) 1257 (35)

Az(t)

A detailed description of the various cross-terms employed in the derivation of the effective
evolution operator is listed in Table 7.

Subsequently, utilizing the modified form of U (¢), the evolution of the system under CW
decoupling is calculated and given below.

P (t) —U (t) P (t) Ut (t) _ e—z‘A(t)e—z‘ﬁtGiA(o)p (O) e—z'A(o)ez‘ﬁtez‘A(t) (36)

15
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p(t) = e M e GO (0) m MO N = 5 (1) 4 (=i [A (1), po (1))} (37)

J/

-~

po(t)

po (0) = €@ (0) ™ = p(0) +4[A(0), p(0)] (38)

=Tr [p(t) S*]

)
~(2) ~(2)
_ wrs't 15 [ wis't
— [cos( 5 ) +QC’ZZ(O)sm< 5 >]

11~ ~ . (2) ~ ~ _(2)
4= [CPZ (t) Carz (0) €7t 1+ Gy (1) Cpy (0) e t}

(39)
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Part-C (Method-III)

C1. Time evolution in the Schrodinger picture

In order to employ Floquet theory, the time-dependent Hamiltonian in the tilted rotating frame
(Eqns.(20)-(23)) is transformed into a time-independent Floquet Hamiltonian.

HF:wTIF+H§}QA+HF,15+HgI}V (40)
HEY =l = (67))) 1)y (41)
2 2
HES = —Awllxly = 3w, = 0 {(@)7 1], + (@) ], (42
m;62 m=—2
2 2
m=—2 m=—2
m#£0 m#0

The above expressions lead to the introduction of the so-called ”dressed states” (|®ys;n))
and "ladder operators” (F,) belonging to an extended Hilbert space. The basis states in
the extended space are constructed from a direct product between the spin states (defined in
the Hilbert space) with those of the Fourier states (defined in the Fourier space). The spin

Hamiltonian operators ([A] ), in the extended Hilbert space are constructed from a direct
n

product between the Fourier operator, F,, (defined in an infinite dimensional vector space) and
the spin operator, A (defined in a finite dimensional vector space):

Pasm) = n) @ |0s) ; An=F, @A (44)

The number operator, [r corresponding to the MAS modulation in the extended Hilbert space
is defined as in the infinite dimensional Fourier space in the following manner.

Ip= Y {m|m)(ml} (45)

m=—0o0

The details of the infinite dimensional extended Hilbert spaces can be found in references [3],
[4] and [16] mentioned in the main article.

To simplify the description in the extended Hilbert space, contact transformation is em-
ployed to derive an effective Hamiltonian. Accordingly, the Floquet Hamiltonian is represented
in terms of a zero-order and perturbing Floquet Hamiltonian as defined below:

Ho = w.Ip + HEY (46)
Hy, = HS?A + Hprs (47)

Employing the transformation function S; (Table 8), the Floquet Hamiltonian is trans-

formed, resulting in an effective Hamiltonian (H;f ! ).

Sy =1 [S1r+ Si1s] (48)

H;ff = M1 Hpe ™5 = Hy + Hg(z =wIp +wr[lz]y+ wis[1257], (49)

The coefficients in the effective Hamiltonian (Eq.(8)) are similar to those derived using FME
(Table VII of main article).

18



Operator Coefficients
1. Hamiltonian
Hr1
4, (G ==
m (™)
7] (@9 ===
12, (G4 =,
Hr1s
[1*52],, (GH) = ~wig’
2. Transformation
function
Single spin operators
S11
+ my  —i(eE)™
=], (Ci)g ) — TN
Two spin operators
S11s
m —i(aE)™
1584, | (09w = Xk

Table 8: Description of coefficients present in the Floquet Hamiltonian and the transformation
functions (S;) employed in contact transformation methods (single mode)
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To have a consistent description, both the initial density operator (pr (0) = [Sx],,) and
the detection operator ([S*],,) are transformed by the transformation function, Si,

i (0) = €1 pp (0) = (50)

S+ — ei)\Sl |:S+:| 070671')\51 (51)

Subsequently, the time domain signal in the Floquet framework is evaluated,

<§+ (t)>F =Tr [ﬁF (t) g+] _ 4% - B?) cos (@)

2
(el L
+ Z 2ez(w1+qu«+w1)t + 2 —Or+mw,—wi)t (52)
m=—2 (mwr + Wl) (mwr — wl)
m#0

: pefs
where, pp (t) = e "rert 5 (0) e'r.or!, In the above expression, the coefficients A and B have
the following definitions:

2 (m) (=m)
w + w? MwywWw; "W
D IR
m;é[)

(m2w? — e (mPw? — Wl)z

C2. Time evolution in the Interaction picture

Employing an operator basis defined in an infinite dimensional vector space, the time-dependent
Hamiltonian in the RF interaction frame (Eqns.(44)-(46)) is transformed into a time-independent
Floquet Hamiltonian.

HFIWTIF—FLUlSF—'—HF’[—FHF’[S (54)

where

2

Hey= 3 (@) 1], + (@) 1], ) (55)

2

Heas= 30 @) (182, (@) 08, ) 69
m=—2
m7#0

A detailed description of the Floquet operators (Ir, Sp, (Op)mm) is well-documented and is
omitted to avoid repetition. The ’G’ coefficients employed in the Floquet Hamiltonian are given
in Table 9. The time-independent Floquet Hamiltonian is defined in an infinite dimensional
vector space and in its present form is less suited for analytic description. To alleviate this
problem in the Floquet-Hilbert space, perturbative approaches based on contact transformation
is employed to derive effective Floquet Hamiltonians.

In accord with perturbative treatments, the Floquet Hamiltonian is split and re-expressed
as a sum of zero-order and perturbing Hamiltonians:

Ho :wTIF—i—wlSF (57)
Hy=Hpr+ Hpgs (58)
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Operator Coefficients
1. Hamiltonian
Hy;
(0,£1)  Aw
[Ii]o,ﬂ (Gi)l - 2
m,+1 w(m™
[Ii]m,il (Gi)g )= —=5
Hr1s
m,+1 m
[[iSZ]m,:I:l (Gi)§s )= _WES)
2. Transformation
function
Single spin operators
S11
. (m,£1)
(m41) _ —i(GF)
[Ii]mail (Ci)f T (mwTinl)
Two spin operators
S11s
m,+1 —i(aE)mE
[IiSZ]mﬂ (Ci)§ )= ((mwléf,l)

Table 9: Description of coefficients present in the Floquet Hamiltonian and the transformation
functions (S) employed in contact transformation methods (bimodal)

The zero order Hamiltonian (Hjy) mostly comprises of operators that are diagonal in the Fourier
dimension, while, the perturbing Hamiltonian (H;) comprises of operators that are off-diagonal
in the Fourier dimension.

Employing the transformation function, S7, the original Floquet Hamiltonian is transformed
into an effective Hamiltonian:

H;{‘(J;T — ¢St e (59)

The transformation function ‘S;’ comprises of operators, whose coefficients are chosen to com-
pensate the off-diagonality to order ‘X" in Hy (i.e. H\"Y = Hy +i[Sy, Ho] = 0):

Sy =4[5+ Si1s] (60)

(m,n (m,n)

A detailed description of the operators is Sy, along with their coefficients (C"); i s) and (C7)} /g
is listed in Table 9.

Subsequently, following the standard procedure, the effective Hamiltonian (upto second
order) is derived and expressed in terms of operators that are diagonal in both the spin and
Fourier dimension.

Hfly = Ho + HY) = wIp +wiSp + 1llz]g + @1sl12S2]0, (61)
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Subsequently, the time domain signal in the Floquet framework is evaluated,

<S+ (t)>F =Tr [ﬁF () g+] A B con (@)

2 2
(m) (m)
- ‘wIS (O +mwr+wi)t ’wIS i(—@r+mwr—w)t
+ Z g !\ Tt 4 e\ LTl (62)
= | (mw, + wi) (mw, — w1)
m#0

where, pp (t) = e~ Hier or (0) ¢Hiért Tn the above expression, the coefficients A and B are
defined exactly as in Eq.(12).

Thus, both single and bimodal formulations of Floquet theory lead to similar signal expres-
sions, thus proving their equivalence in the analysis of the time-evolution problem.

C3. Role of higher order corrections in contact transformation based formalism

In Figure 3, analytic simulations emerging from Floquet theory (incorporating corrections to
2nd order) are compared with numerical simulations in the top row. The differences arising
thereof, especially with the amplitude of the RF field approaching the spinning frequency, can
be attributed to the role of higher order corrections. In the analytic simulations in panel
B1, diagonal corrections to fourth order are incorporated, while, in the analytic simulations
depicted in panel B2, diagonal corrections to second order resulting from two transformations
are employed to match the results obtained from numerical methods.
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Figure 3: In the simulations depicted, the time-domain signal (panels A1-A2 and B1-B2)
under CW decoupling is illustrated under varying spinning frequencies and RF amplitudes (i.e.
v, = 20kHz; 1 = 50 kHz (panels Al, B1, C1) and v, = 50 kHz v; = 20 kHz (panels A2,
B2, C2)). The simulations from numerical methods (indicated through black solid line) are
compared with analytic simulations based on Floquet theory with i) effective Hamiltonians
incorporating corrections upto order A? (indicated in maroon in panels A1, A2), ii) effective
Hamiltonians incorporating corrections upto order A* (indicated in blue in panels B1, B2) and
order \? from two transformations (indicated in red in panels C1, C2). All other parameters
are similar to those employed in the simulations the main article.
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