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1. Computational Details

The density functional theory (DFT) and time-dependent (TD) DFT calculations were 

performed with Gaussian 16 software.1 The chemical structures of complexes 1, 2, and 3 in the 

ground electronic state (S0) were optimized at the density functional theory (DFT) level in the 

acetonitrile (CH3CN) using the B3LYP functional and 6-311G(d, p) basis set 2-6 for C, H, P, N, 

and O atoms and LANL2DZ effective core potential (ECP) for Cu and halogens.7, 8 The 

vibrational frequencies were confirmed for both ground and excited state optimizations and no 

imaginary frequencies were found. The first excited singlet (S1) and triplet (T1) state 

calculations have been carried out using the PBE09, 10 functional with 6-311G(d,p) and 

LANL2DZ ECP for two different groups of atoms in the same up-mentioned manner for the 

ground-state. The global hybrid PBE0 functional with 25% Hartree-Fock exact exchange is 

known for calculation of the excited-state properties of optoelectronic materials.11-15 The 

structures of all complexes in the S1 and T1 state were optimized by the TD-DFT method using 

the Tamm-Dancoff approximation (TDA)16 at the GD3-PBE0/6-311G(d,p) level. Additionally, 

we optimized T1 state geometries of the studied complexes with the spin-unrestricted GD3-

UPBE0/6-311G(d,p) formalism. The excited-state calculations were all performed in acetonitrile 

(CH3CN) as a model solvent. The Polarizable Continuum Model (PCM)17 was used to consider 

the solvent effect for S0, S1 and T1 states of all molecules. The Grimme’s dispersion correction 

was accounted during S0, S1, and T1 states optimization at the GD3 level.18 Based on the S1 and 

T1 state optimized coordinates of chemical structures, the spin-orbit coupling (SOC) effect was 

treated as a perturbation based on the scalar relativistic (SR) orbitals after SCF and TDDFT 

calculations (pSOC-TDDFT)19 using the ADF software (version 2021.102).20 The SOC matrix 

elements ⟨𝑆1|Ĥ𝑆𝑂|𝑇1⟩ were calculated as root mean squares at S1 state geometry, i.e. as square 
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root of the sum of squares of spin-orbit coupling matrix elements of all triplet state sublevels 

(m=0,±1) of the uncoupled states:

                              (1)
〈𝑆1│Ĥ𝑆𝑂│𝑇1〉 = ∑

𝑚 = 0, ± 1

〈𝑆1│Ĥ𝑆𝑂│𝑇𝑚
1 〉2

The spin-orbit coupling operator ĤSO was considered in our calculations within the zeroth-

order regular approximation (ZORA).21 The fluorescence rate constants (kflu) for all complexes 

were predicted according to the following relationship:

                            (2)
𝑘𝑓𝑙𝑢 =

1
𝜏𝑎𝑣

=
2(∆𝐸2)𝑓

𝑐3

where ΔE and f – the energy and intensity of the corresponding singlet-singlet transition – were 

calculated at the S1 state geometry with account of SOC perturbations.

The average phosphorescence lifetime (τav) for   sublevels of all the three complexes was 𝑇𝑚
1

estimated using the following averaging formula:

                                 (3)

𝜏𝑎𝑣(𝑝ℎ𝑜𝑠) =
3

(
1
𝜏𝑥

+
1
𝜏𝑦

+
1
𝜏𝑧

)

Based on τav value the averaged phosphorescence rate constant (kphos) was estimated following 

the inverse 𝜏𝑎𝑣 = 1/𝑘𝑝ℎ𝑜𝑠 relation.

The rates of intersystem crossing (ISC) and reverse intersystem crossing (RISC) were 

estimated using semiclassical Marcus theory expression:22

                              (5) 
𝑘(𝑅)𝐼𝑆𝐶 =

2𝜋
ħ

〈𝑆1│Ĥ𝑆𝑂│𝑇1〉2 1
4𝜋𝑘𝑏𝑇𝜆𝑒𝑥𝑝[ ‒

(∆𝐸𝑆𝑇 + 𝜆)2

4𝑘𝑏𝑇𝜆
]
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where kb is the Boltzmann constant, T is the temperature, which is set to 298 K, Δ𝐸ST is 

adiabatic excitation energy difference, λ is the reorganization energy induced by S1-T1 ISC or 

T1-S1 RICS. Δ𝐸ST < 0 for the kISC rate, while for RISC Δ𝐸ST is negative with the same 

magnitude (i.e. Δ𝐸ST > 0). Similarly, the different reorganization energies were used for kISC and 

kRISC named as λT and λS, respectively:

                               (7)𝜆𝑇 = 𝐸(𝑇1)
𝑆1 𝑔𝑒𝑜𝑚 ‒ 𝐸(𝑇1)

𝑇1 𝑔𝑒𝑜𝑚

                                (8)𝜆𝑆 = 𝐸(𝑆1)
𝑇1 𝑔𝑒𝑜𝑚 ‒ 𝐸(𝑆1)

𝑆1 𝑔𝑒𝑜𝑚
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2. Single crystal X-ray analysis

Table S1. The crystallographic parameters and the structure refinement statistics for 1, 2, and 3

1 2 3

Chemical formula C50H41.5ClCuN4.5P2 C49.5H40.75BrCuN4.25P2 C50H41.5CuIN4.5P2

Crystal system, 
space group

Triclinic, P¯1

Temperature (K) 100 150 100

a, (Å)

b, (Å)

c, (Å)

10.4535(6), 

14.2480(7), 

16.8455(10)

11.0522 (9), 

13.1316 (9), 

17.1379 (13)

11.130 (3), 

13.148 (4), 

17.218 (7)

α, (°)

β, (°)

γ, (°)

108.465(2), 

97.843(2), 

111.0630(10)

112.504 (2), 

96.207 (3), 

102.344 (3)

67.595 (5), 

73.923 (11), 

77.448 (9)

V (Å3) 2130.2(2) 2194.5 (3) 2220.4 (13)

Z 2 1 2

Radiation type Mo Ka

Dcalc (g·cm-3) 1.351 1.363 1.433

m (mm-1) 0.69 1.52 1.30

Crystal size (mm) 0.35 × 0.34 × 0.3 0.18 × 0.1 × 0.1 0.15 × 0.12 × 0.1

No. of measured, 
independent and
 observed [I > 
2s(I)] reflections

44030, 

12437, 

10343  

27432, 

13295, 

7995  

21978, 

13299, 

11004  

Rint 0.124 0.058 0.030

(sin q/l)max (Å-1) 0.759 0.714 0.617

R[F2 > 2s(F2)], 
wR(F2), S

0.050, 

 0.125, 

0.055, 

 0.128, 

0.038, 

 0.089, 
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 1.01  1.02  1.042

No. of parameters 538 541 541

Δρmax, Δρmin (e Å-3) 0.65, -0.88 0.69, -0.68 1.151, -1.796

Table S2. Selected geometric parameters for 1-3

Complex 1 2 3

Cu1-Cl1 2.4062(5) Br1-Cu1 2.5173(5) Cu1-I1 2.6602(7)

Cu1-P1 2.2568(5) Cu1-P1 2.2635(9) Cu1-P1 2.2614(9)

Cu1-P2 2.2642(6) Cu1-P2 2.2536(9) Cu1-P2 2.2586(9)
Bonds (Å)

Cu1-N1 2.1046(16) Cu1-N1 2.091(3) Cu1-N1 2.085(2)

P1-Cu1-Cl1 104.320(19) P1-Cu1-Br1 107.22(3) P1-Cu1-I1 105.80(2)

P1-Cu1-P2 124.51(2) P2-Cu1-Br1 109.60(3) P2-Cu1-I1 108.91(3)

P2-Cu1-Cl1 106.012(19) P2-Cu1-P1 124.66(3) P2-Cu1-P1 125.76(2)

N1-Cu1-Cl1 104.93(5) N1-Cu1-Br1 104.97(7) N1-Cu1-I1 106.62(6)

N1-Cu1-P1 112.74(5) N1-Cu1-P1 103.84(7) N1-Cu1-P1 103.91(6)

Angles (º)

N1-Cu1-P2 102.73(5) N1-Cu1-P2 104.78(7) N1-Cu1-P2 104.43(6)

Table S3. D-H…A interactions in crystals 1-3.
Interaction D-H, Å H…A, Å D…A, Å D-H-A, deg.

1

N4-H4...Cl1 (2-x, 1-y, 1-z) 0.88 2.29 3.137(2) 162

C8-H8...Cl1 0.95 2.65 3.557(2) 159

2

N3-H3...Br1 (1-x, -y, 1-z) 0.88 2.52 3.353(3) 158
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3

N9-H9...I1 (1-x, -y, 1-z) 0.98 2.56 3.522(4) 166

Table S4. Selected parameters of π-π intermolecular interactions in 2 and 3 (the analysis was 
done using PLATON software [A.L.Spek, Acta Cryst. 2009, D65, 148-155]). 
Aromatic fragment I Aromatic fragment J 

(symmetry index)
Cg-Cg, Åa α, deg.a Cg(I)_Perp, Åa Slippage, Åa

2

N2C42N4N3C43 
(triazole)

C44->C49 

(phenyl in L) 

(-x, -y, 1-z)

3.694(2) 1.23(18) 3.5112(14) 1.071

C25->C30 

(phenyl on PPh3)

C25->C30 

(phenyl in PPh3) 

(2-x, 1-y, 1-z)

3.492(2) 0 3.2673(14) 1.232

3

N8N9C10N11C7 
(triazole)

C12->C17 

(phenyl in L) 

(-x, -y, 1-z)

3.654(2) 2.26(13) 3.4600(10) 1.044

C12->C17

 (phenyl in PPh3)

C12->C17 

(phenyl in PPh3) 

(2-x, -y, 1-z)

3.534(2) 0
3.3123(10)

1.232

[a] Cg-Cg = distance between ring centroids (Å); α = dihedral angle between planes I and J (deg.); Cg(I)_Perp = 
Perpendicular distance of Cg(I) on ring J (Å); Slippage = distance between Cg(I) and perpendicular projection of 
Cg(J) on ring I (Ang) (Å).
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Figure S1. IR-spectra of 1-3. Inset: Far-IR spectra
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Figure S2. TGA curves of 1-3
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Figure S3. CIE coordinates of crystalline and amorphous samples of 1 (black cycles), 2 (red 

cycles), 3 (blue cycles).
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Table S5. Energies of frontier orbitals of 1-3 from  electrochemical and optical data 

1. Calculated from CV data by E HOMO =[(Eox-E1/2(ferrocene)+4.8 ]
2. Calculated by E LUMO = E HOMO +Δ. Where  Δ – energy gap, obtained from spectral data

OLED device fabrication

Host injecting material poly(styrenesulfonate) (PEDOT:PSS, 1 : 6 dispersion in water, 

electronic grade AI4083), electron transport material of 1,3,5-tris[N-

(phenyl)benzimidazole]benzene (TPBI)  and the host material 2,6-bis(N-carbazolyl)pyridine 

(PYD-2Cz) were purchased from commercial sources and used without further purification. 

The OLED devices were fabricated on glass substrates with 100 nm thickness ITO. A 40 

nm thick PEDOT:PSS film was first spin-coated (at 5200 rpm) on a pre-cleaned ITO-glass 

substrate and then dried at 125 oC for 45 min. The emitting layer was then overlaid by spin 

coating (at 2500 rpm) a CH2Cl2 solution with the host and dopant (1 mg of complex 1, 2 or 3 and 

9 mg of PYD2 in 10 mL of CH2Cl2). The obtained films were then dried under vacuum (10-3 

mbar) for 3 h at room temperature. 

Layers of 3TPYMB (50 nm), LiF (1 nm), and 100 nm of Al were sequentially deposited 

at a rate in the range of 0.1-0.3 nm/s onto the substrates by high-vacuum (10−5 mbar) thermal 

evaporation techniques. The shadow mask with 5 mm × 5 mm openings was used to define the 

cathodes. The evaporating speeds and thickness were monitored by quartz oscillators. The 

current density–luminance–voltage characteristics of the OLEDs were measured by Keithley 

source measurement unit with a calibrated silicon photodiode. Electroluminescence spectra were 

taken by a multichannel S2000 Ocean Optics spectrometer. All measurements were carried out in 

ambient atmosphere at room temperature.

.
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Device LUMO (eV)1 HOMO (eV)2

Complex 1 -2.28 -5.30

Complex 2 -2.31 -5.30

Complex 3 -2.34 -5.32


