
SUPPORTING INFORMATION

S1.Uncertainty analysis of the sediment depth estimations
This section describes the propagation of uncertainties to analyse the accuracy of sediment depth 

estimations with the temperature-based method developed in this study. For this purpose, we first 

identified the sources of uncertainty related to the estimation of sediment depths. We 

distinguished 4 types of uncertainty sources:

 Passive temperature measurements

This group includes measurements from temperature sensors located at the bottom of the sediment 

layer, at the sediment-water interface, and outside the lab-scale setup. The uncertainty of the 

temperature measurements is conditioned by the uncertainty of the sensor itself and by its 

calibration. The sensors were calibrated using the recirculating water bath, which provided a 

measurement stability of ±0.01 ºC according to specifications. Five temperature conditions were 

set between 15 ºC and 35 ºC, which were used to define linear relationships between the standard 

temperature of the water bath and the temperature measurements of each sensor. The complete 

calibration process is described in the experiment database.1

The uncertainty of the temperature measurements was calculated using the law of propagation of 

uncertainties (or Type B method). For this purpose, an intermediate step was required to calculate 

the uncertainties and covariance of the regression coefficients using ordinary least squares (OLS) 

regression.2 As a safety factor, the maximum uncertainty value was chosen among all sensors, 

.𝑢(𝑇) = 0.0315 °𝐶

 DPHP system

This group includes the thermal properties of the sediments: thermal conductivity ( ) and 𝑘𝑡

volumetric thermal capacity ( ). These values were obtained by measuring the increase and 𝐶𝑣

subsequent recovery of temperature ( ) in response to the heat pulse per unit length ( ) introduced 𝑇 𝑞

by the heater. In addition, we needed to measure the distance between the sensor and the heater 

( ) and the geometry of the heating resistor: diameter ( ) and length ( ).𝑑 𝐷 𝐿

The temperature sensor of the DPHP system was calibrated together with the passive temperature 

sensors. For this reason, the value obtained in the previous section was also used to define the 

uncertainty of the temperature measurements of the DPHP system. Regarding the uncertainty of 

the heat pulse per unit length, we also used the law of propagation of uncertainties. The heat pulse 

per unit length is defined as follows:

(S1)
𝑞 =

𝑉·𝐼
𝐿

·𝑝𝑤𝑚
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where  is the voltage (volts),  is the current (A),  is the heating resistor length (m), and  is 𝑉 𝐼 𝐿 𝑝𝑤𝑚

the pulse width modulation. The values corresponding to these parameters were: , 𝑉 = 11.96 𝑣𝑜𝑙𝑡𝑠

, . In addition, a value of  was established, which implies that the 𝐼 = 2 𝐴 𝐿 = 0.046 𝑚 𝑝𝑤𝑚 = 0.3

heat pulse is active 30 % of the time. This value ensured that the heat pulse was long enough to 

estimate thermal properties without causing sediment overheating, which could lead to biological 

reactions. As , , and  are independent terms, there is no covariance between them and therefore 𝑉 𝐼 𝐿

the uncertainty of the heat pulse per unit length can be expressed as:

(S2)
𝑢(𝑞)2 = 𝑢(𝑉)2·(∂𝑞

∂𝑉)2 + 𝑢(𝐼)2·(∂𝑞
∂𝐼)2 + 𝑢(𝐿)2·(∂𝑞

∂𝐿)2
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where , , are the standard uncertainties of the voltage, current and heating resistor 𝑢(𝑉) 𝑢(𝐼) 𝑢(𝐿) 

length, respectively. Note that pwm is a constant coefficient, and therefore its uncertainty is 

neglected.

 was obtained from the maximum deviation of the voltage measurement in the printed 𝑢(𝑉)

circuited board (PCB), resulting in . In addition, a 3% deviation of the current 𝑢(𝑉) = 0.014 𝑣𝑜𝑙𝑡𝑠

was considered for the definition of , following the specifications of the AC-DC adaptor 𝑢(𝐼)

manufacturer. This resulted in . Finally,  was influenced by the instrument for 𝑢(𝐼) = 0.06 𝐴 𝑢(𝐿)

measuring the heater length, for which a Vernier Caliper with a resolution of 1/20 mm was used. 

The measurement process with a Vernier Caliper is typically defined as the difference between 

the scales corresponding to the two ends of the object, i.e., , where  and  correspond 𝐿 = 𝐿0 ‒ 𝐿1 𝐿0 𝐿1

to the initial and final scales. The uncertainty of each scale is associated with the resolution of the 

Vernier Caliper and was assumed to be . Thus, we can express   by 𝑢(𝐿0) = 𝑢(𝐿1) = 0.1 𝑚𝑚 𝑢(𝐿)

applying the law of propagation of uncertainties, . As a result, the 𝑢(𝐿) = 0.12 + 0.12 = 0.14 𝑚𝑚

uncertainty of the heat pulse per unit heat was .𝑢(𝑞) = 4.71 𝑊/𝑚

Regarding the distance between the heater and the temperature sensor, the uncertainty of the 

measurement was the same as for the heater length because the same measuring device was used. 

Finally, the uncertainty of the heating resistor diameter was estimated according to the 

manufacturer's specifications. The reference for the heating resistor diameter inside the cartridge 



was 4 mm. However, due to the unknown measurement method used, a uniform probability 

distribution of the diameter was considered: .𝑈(3.5,4.5)

As direct calculations with the law of propagation of uncertainties (Type B method) is not 

convenient, the Monte Carlo method (MCM) was applied to obtain the uncertainties of the thermal 

properties, i.e.,  and . For this purpose, each DPHP measurement was computed 𝑢(𝑘𝑡) 𝑢(𝐶𝑣)

repeatedly by assigning a normal distribution to the previous parameters, except for the heating 

resistor diameter, for which a uniform distribution was considered. At least three measurements 

were performed with the DPHP system in each test to estimate the sediment thermal properties. 

Consequently, the maximum values of  and  were considered for the subsequent 𝑢(𝑘𝑡) 𝑢(𝐶𝑣)

analysis of the uncertainties of the sediment depth estimations.

 Convective heat transfer coefficient 

The convective heat transfer coefficient ( ) was estimated from the fit of the experimental and ℎ

simulated temperature series at the sediment-bed. The simulated sediment-bed temperatures were 

computed with the diffusion heat transfer equation by considering the value of the sediment depth 

from the graded system and the mean  and  values from each experiment. Thus,  was the 𝑘𝑡 𝐶𝑣 ℎ

only unknown parameter. A fitting model was programmed in MATLAB by establishing the 

minimum value of the root mean square error (RMSE) between the experimental and simulated 

sediment-bed temperatures as the objective function.

Figure S1 shows the best fitting -values for each experiment. As a result,  was ℎ ℎ = 1.75 𝑊/𝑚2/°𝐶

obtained as a mean value, similar to those reported for plastic materials.3 However, -values ℎ

showed a significant oscillation between 1 and 2.5 W/m2/ºC. For this reason, a uniform 

distribution  was considered for the subsequent analysis of the uncertainties of the 𝑈(1.0,2.5)

sediment depth estimations.



Figure S1. Convective heat transfer coefficients ( ) that showed the best fit between the ℎ
experimental and simulated sediment-bed temperatures.

 Surrogate model

The surrogate model was developed to obtain sediment depths from the harmonic features of the 

wastewater and sediment-bed temperature patterns, the sediment thermal properties and the 

bottom boundary condition. This model was developed by computing the nondimensional 1D 

diffusion heat transfer equation. For this purpose, we used field wastewater temperature 

measurements and wide ranges for the other input parameters, which covered the experimental 

conditions. Therefore, the model itself was a source of uncertainties because it was developed by 

using temperature measurements.

The field temperature time series were measured with the same type of sensors as used in the lab-

scale model. Therefore, the same uncertainty was assumed. The MCM was applied to propagate 

the uncertainty of the temperature series in the wastewater to obtain the uncertainty of the 

harmonic features, i.e., amplitude ratio  and phase difference . Figure S2 shows the 𝑢(𝐴𝑟) 𝑢(∆𝜙)

relationship between the nondimensional parameters  and , and the uncertainty of the ∆𝜒 �̂�

harmonic features. The uncertainty increases for large sediment depths and leakage coefficients 

(bottom boundary condition). The increase of  and  for large depths is caused by the 𝑢(𝐴𝑟) 𝑢(∆𝜙)

large attenuation of the sediment-bed temperature series compared to the wastewater temperature 

and, subsequently, a high uncertainty of the harmonic features could be expected.



Figure S2. cont.

Figure S2. (a) Amplitude ratio and (b) phase difference uncertainties in the domain of the 
nondimensional parameter (  and ).∆𝜒 �̂�

Once all contributing uncertainty sources were identified and quantified, the MCM was 

performed to determine the uncertainty of the sediment depths estimated with the temperature-

based system in the lab-scale model. Table S1 summarizes the probability distributions assumed 

for each of the parameters. Most parameters were described by a normal distribution (which is 

usually relevant for measured quantities) except for the convective heat transfer coefficient as it 

was not directly measured.

Table S1. Summary of the uncertainty sources, parameters, and probability distributions assumed 
in the MCM performed to estimate the uncertainty of the sediment depth estimations.



Uncertainty source Parameter Probability distribution

Water temperature,
 (ºC)𝑇𝑤

Normal distribution,
𝑁(𝑇𝑤,0.0315)

Sediment-bed temperature,
 (ºC)𝑇𝑠

Normal distribution,
𝑁(𝑇𝑠,0.0315)

Passive temperature 
measurements

Contour temperature,
 (ºC)𝑇∞

Normal distribution,
𝑁(𝑇∞,0.0315)

Thermal conductivity,
 (W/m/ºC)𝑘𝑡

Normal distribution,
𝑁(�̅�𝑡,𝑚𝑎𝑥(𝑢(𝑘𝑡)))

DPHP system
Volumetric heat capacity,

 (MJ/m3/ºC)𝐶𝑣

Normal distribution,
𝑁(�̅�𝑣,𝑚𝑎𝑥(𝑢(𝐶𝑣)))

Convective heat transfer 
coefficient

Convective heat transfer coeff.,
 (W/m2/ºC)ℎ

Uniform distribution,
𝑈(1.0,2.5)

Amplitude ratio,
 (-)𝐴𝑟

Normal distribution,
𝑁(𝐴𝑟,𝑓(∆𝜒,�̂�))

Surrogate model
Phase difference,

 (-)∆𝜙
Normal distribution,

𝑁(∆𝜙,𝑓(∆𝜒,�̂�))

Figure S3 shows the results of the uncertainty propagation of the sediment depth estimations, 

using the MCM with a sample size of 106. Small sediment depths show non-symmetric 

distributions, whereas large values tend to show normal distributions. The lower part of the 

distribution dominates at the first or second sediment depth levels (  and ). These differences ∆𝑧1 ∆𝑧2

are caused by the combination of different probability distributions. Most of the distributions of 

the parameters were uniform, except for the leakage coefficient, whose distribution was 

influenced by the uniform distribution assigned to the convective heat transfer coefficient ( ). As ℎ

a result, we can conclude that small sediment depths are sensitive to the bottom boundary 

condition. Conversely, the influence of the bottom boundary condition is negligible for large 

sediment depths. The same conclusion was obtained in the sensitivity analysis performed in 

Regueiro Picallo et al.4



Figure S3. cont.

Figure S3. (a-f) Histograms resulting from the uncertainty propagation performed to the sediment 
depth estimations by the MCM.



S2.Influence of flow velocity at the top boundary in the heat transfer process
A fluid flowing over a surface generates shear stress, which triggers a convective heat transfer 

process. In the present study, the wastewater flow over the sediment bed accelerates heat transfer 

between both layers. A Dirichlet-type boundary condition was assumed at the top-boundary of 

the sediment-layer domain to simulate the 1D diffusion heat model and, subsequently, develop 

the surrogate model. However, a Cauchy-type condition would strictly reproduce the convective 

heat transfer processes at the water-sediment interface, similar to the bottom-boundary condition 

(Eq. 5). Therefore, the top-boundary condition of the 1D diffusion heat model was modified to 

evaluate the influence of the flow conditions:

(S6)
‒ 𝑘𝑡�𝑑𝑇

𝑑𝑧|𝑧0 = ℎ𝑤(𝑇𝑧0 ‒ 𝑇𝑤)

where  denotes the vertical dimension (m),  the position of the water-sediment interface,  𝑧 𝑧0 𝑇𝑧0

is the sediment temperature at the top-boundary (ºC),  is the water temperature (ºC), and  is 𝑇𝑤 ℎ𝑤

the convective heat transfer coefficient at the top-boundary (W/m2/ºC) that can be expressed as 

follows for a flat surface:

(S7)
ℎ𝑤 =

𝑁𝑢𝐿𝑘𝑡𝑤

𝐿

where  is the longitudinal dimension of the flat surface, i.e. pipe length (m),  is the thermal 𝐿 𝑘𝑡𝑤

conductivity of the water, assumed to be  W/m/ºC, and  is the Nusselt number that 
𝑘𝑡𝑤

= 0.598 𝑁𝑢𝐿

can be expressed for turbulent flows in flat surfaces as follows:

(S8)𝑁𝑢𝐿 = 0.037𝑅𝑒4 5𝑃𝑟1 3

where  is the Reynolds number expressed as , in which  is the flow velocity (m/s) 𝑅𝑒 𝑅𝑒 = 𝑢𝐿 𝜈 𝑢

and  is the kinematic viscosity of the water (m2/s) assumed to be  m2/s, and  is the 𝜈 𝜈 = 10 ‒ 6 𝑃𝑟

Prandtl number expressed as  where  and  are the density (kg/m3) and the 
Pr = 𝜈𝜌𝑤𝑐𝑝𝑤 𝑘𝑡𝑤

, 𝜌𝑤
𝑐𝑝𝑤

specific heat capacity (J/kg/ºC) of the water, respectively (  kg/m3 and  𝜌𝑤 = 997 𝑐𝑝𝑤
= 4186

J/kg/ºC).

Simulated sediment-bed temperatures were compared between 1D heat diffusion models 

including a Dirichlet- (Eq. 7) and a Cauchy-type (Eq. S6) condition respectively at the top-

boundary to analyse the influence of the flow velocity on the heat transfer processes. The 

simulations of the sediment-bed temperatures were performed by simplifying the input variables. 

For this purpose, the UWO wastewater temperature series (Figure 2), the thermal properties of a 

sewer sample (sample S5) and the heat loss condition at the bottom-boundary (  W/m2/ºC) ℎ = 1.75



were selected. In addition, a standard pipe length of 6 m was considered, although its value is 

barely sensitive to determine the convective heat transfer coefficient at the top-boundary (

). Consequently, the simulations were performed varying the flow velocity and the ℎ𝑤 ∝ 𝐿1 5

sediment depth. For this purpose, temperatures were simulated for a flow velocity range [0.1,0.4] 

m/s, which can lead to sediment accumulation,5 and the same range of sediment depths used to 

develop the surrogated model  = [10,190] mm.∆𝑧

The root mean square error (RMSE) was computed to compare the simulated sediment-bed 

temperature series. Table S2 shows the maximum RMSE depending on flow conditions. The 

RMSE-values for low velocities of 0.1 m/s, for which a high accumulation rate is expected, were 

less than 0.009 ºC, while the RMSE was less than 0.005 ºC for flows higher than 0.2 m/s. The 

differences between the two models were negligible because the -values in the model that ℎ𝑤

considers convection at the top-boundary were very large (  W/m2/ºC). Therefore, a ℎ𝑤 ≥ 295

Dirichlet-type boundary condition can be assumed to simulated heat transfer processes at the 

water-sediment interface ( ) and, subsequently, the methodology does not depend on 𝑇𝑧0 = 𝑇𝑤

hydraulic variables, simplifying monitoring of sewer pipes.

Table S2. Simulated flow conditions with the heat transfer model including the Cauchy-type 
condition on the top-boundary and comparison of the simulated sediment-bed temperatures at the 
bottom of the domain: flow velocity (m/s), Reynolds and Nusselt numbers, convective heat transfer 
coefficient at the top-boundary (W/m2/ºC), and maximum RMSE (ºC).

 (m/s)𝑢  (-)𝑅𝑒  (-)𝑁𝑢𝐿  (W/m2/ºC)ℎ𝑤 max(RMSE) (ºC)

0.1 6 × 105 3.0 × 103 296 0.008

0.2 12 × 105 5.2 × 103 515 0.004

0.3 18 × 105 7.1 × 103 712 0.002

0.4 24 × 105 9.0 × 103 896 0.001



S3.Influence of the bottom boundary for determining the thermal properties
A comparative DPHP measurement was performed in a wide beaker to check that the distance 

from the heater to the bottom of the lab-scale model does not affect the measurement of the 

sediment thermal properties. Table S3 shows the values of  and  for each configuration.𝑘𝑡 𝐶𝑣

Table S3. Saturated sand  and  measurements performed with the DPHP system at different 𝑘𝑡 𝐶𝑣

locations: bottom of the lab-scale model and center of a beaker.  

Thermal property Lab-scale model Beaker |Relative error|

𝑘𝑡 (𝑊/𝑚/º𝐶) 1.374 ± 0.018 1.433 ± 0.010 4.1 %

𝐶𝑣 (𝑀𝐽/𝑚3/º𝐶) 2.654 ± 0.027 2.786 ± 0.110 4.7 %

The relative error between the measurements is less than 5%. The distance from the heater to the 

bottom of the lab-scale model does not significantly influence the measurement of the thermal 

properties because the radial temperature distribution around the heater is small. The DPHP 

systems were developed to measure thermal properties by introducing short pulses that do not 

produce thermal inertia in the model. The TP01 sensor (Hukseflux, The Netherlands) selected to 

compare the thermal property measurements operates similarly. The manufacturer establishes a 

minimum distance 0.05 m at which the TP01 sensor must be buried in the sediment layer.6 
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