Supplementary Information: Influence of photothermal and plasma-mediated nanoprocesses on fluence thresholds for ultrafast laser-induced cavitation around gold nanoparticles
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S1. Optical Setup characterization

(a) Pump and probe laser 1/e^2 beam radius characterization as a function of propagation distance z. The probe beam is focused in a considerably smaller volume. (b) the effective volume as a function of the normalized fluence . The solid black curve shows the excitation volume and the red solid volume imaged by the probe's effective volume. For reference, the volume at the field of focus of the probe is shown by a dashed red line.

**Figure S1.** (a) Pump and probe laser 1/e^2 beam radius characterization as a function of propagation distance z. The probe beam is focused in a considerably smaller volume. (b) the effective volume as a function of the normalized fluence . The solid black curve shows the excitation volume and the red solid volume imaged by the probe's effective volume. For reference, the volume at the field of focus of the probe is shown by a dashed red line.

S2. Numerical simulations

a) Electron density rate model (plasma-mediated cavitation)

Free electron density \( n \) at a specified location near the poles of a nanoparticle (i.e., where field amplification occurs) following excitation, can be estimated by a well-known rate equation [1-5] further modified to consider thermionic emission from the particle:

\[
\frac{\partial n}{\partial t} + \nabla \cdot j^n = S_g + S_p + S_c n - S_r n^2
\]  

(S1)

where \( j^n \) is the electron flux due to diffusion, \( S_g \) is the thermionic emission rate, \( S_p \) stands for the photoionization rate, \( S_c \) denotes the collision ionization rate and \( S_r \) is the recombination rate. The gradient of the electron density flux is given by the expression \( \nabla \cdot j^n \approx D_e n / \Lambda^2 \), where \( D_e = \tau E_{av} / (3 m_e) \) is the diffusion coefficient, \( E_{av} = 5 \Delta / 4 \) is the
average energy of electrons, \( \tau \) is the time between collisions, \( \lambda = \frac{2 \Delta}{\pi} \sqrt{\frac{\gamma^2}{1 + \gamma^2}} \) is the effective ionization potential, \( \Delta \) is the ionization potential of water, \( \gamma = \frac{\omega}{c} \frac{n_0 e_0 n_0}{\sqrt{2 N^2 I}} \) is the Keldysh parameter, \( N \) is the plasmonic near-field amplification, \( I \) is the laser peak intensity, \( m_e \) is the electron mass, \( \epsilon_0 \) is vacuum permittivity, \( n_0 \) is the refractive index of the medium and \( \Lambda \) is a characteristic diffusion length. The latter is estimated by the extension of near-field around a nanoparticle (Table 1 of main text). The rate of thermionic emission has been calculated by the relation \( J = \eta \frac{s_{\epsilon}}{\epsilon_0 c m_e^2} \), where \( \eta = \frac{1}{\omega^2 \tau^2 + 1} \left( \frac{e^2 N^2 I}{\epsilon_0 c m_e^2} - \frac{m_e \omega^2}{M} \right) \), and \( M \) is the mass of the water molecule. The plasmonic near-field amplification \( N \) was estimated based on Mie theory as a function of distance from the particle surface [6] (Table 1 of main text). The rate of thermionic emission has been calculated by the relation \( \frac{\partial}{\partial r} J_r = 0 \approx \frac{\partial}{\partial r} \frac{A_{\text{int}}}{V_{\text{wp}}} J_r = 0 \), where \( A_{\text{int}} \) denotes the intersection surface between the particle and water, \( V_{\text{wp}} \) is the volume of the nanoparticle and the current density at the interface \( J_r = 0 \) was calculated based on the generalized Fowler-DuBridge theory for nonlinear photoemission (considering one and two-photon absorption) [9], as \( J_r = 0 = \sum_{n=1}^{2} a_n \left( \frac{e}{h} \frac{\epsilon}{\omega} \right)^2 T_e^2 A_0 F \left( \frac{n \hbar \omega - \varphi}{k_B T_e} \right) I_n + A_0 T_e^2 \exp \left( - \frac{\varphi}{k_B T_e} \right) \), where \( a_n \) are \( n \) photon absorption parameters for Au, \( \varphi \) is the electron extraction potential, \( T_e \) is the temperature of the electrons of the particle, \( k_B \) is the Boltzmann constant and \( A_0 \) is the Richardson coefficient and \( F \) stands for the Fowler function. The temperature \( T_e \) is calculated by coupling equation (S1) to a two-temperature model shown below, i.e., equations (S2). Of note, the contribution by thermionic emission to plasma generation around a given nanoparticle was negligible in comparison to contribution from nonlinear absorption in water, at all experimentally determined thresholds of cavitation for all spherical Au nanoparticles.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free time between collisions</td>
<td>( \tau )</td>
<td>1.7 fs</td>
<td>[5]</td>
</tr>
<tr>
<td>Water ionization potential</td>
<td>( \Delta )</td>
<td>6.5 eV</td>
<td>[10]</td>
</tr>
<tr>
<td>Water refractive index</td>
<td>( n_0 )</td>
<td>1.33</td>
<td></td>
</tr>
<tr>
<td>Water molecular mass</td>
<td>( M )</td>
<td>( 3 \times 10^{-26} ) kg</td>
<td>[11]</td>
</tr>
<tr>
<td>Number of photons required for multiphoton ionization (800 nm)</td>
<td>( \kappa )</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Recombination rate</td>
<td>( S_r )</td>
<td>( 3 \times 10^{-15} m^3 s^{-1} )</td>
<td>[12]</td>
</tr>
<tr>
<td>One-photon thermionic emission parameter</td>
<td>( a_1 )</td>
<td>( 1 \times 10^{-14} )</td>
<td>[9]</td>
</tr>
<tr>
<td>Two-photon thermionic emission parameter</td>
<td>( a_2 )</td>
<td>( 4 \times 10^{-25} )</td>
<td>[9]</td>
</tr>
</tbody>
</table>

Table S1. Parameters used for the numerical simulations.
Richardson coefficient
\[ A_0 = 120 \frac{A}{cm^2K^2} \] [7]

Electron extraction potential
\[ \varphi = 3.72 \text{ eV} \] [8]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au density ( \rho_{Au} )</td>
<td>19300 kg m(^{-3} )</td>
</tr>
<tr>
<td>Electron-phonon coupling</td>
<td>( G = 2.5 \times 10^{16} \text{ W m}^{-3} \text{ K}^{-1} ) [13]</td>
</tr>
<tr>
<td>Lattice heat capacity ( C_l )</td>
<td>( \rho_{Au} \left( 119 + 3.061 \times 10^{-2} T_l \right) ) (J m(^{-3} ) K(^{-1} )) [14, 15]</td>
</tr>
<tr>
<td>Electron heat capacity ( C_e )</td>
<td>( 70 T_e ) J m(^{-3} ) K(^{-1} ) [16]</td>
</tr>
<tr>
<td>Water thermal conductivity ( k_w )</td>
<td>0.58 W m(^{-1} ) K(^{-1} )</td>
</tr>
</tbody>
</table>

**Two temperature model**

b) Two-temperature model (photothermal cavitation)

The two-temperature model used to estimate the temperature rise of the gold lattice and adjacent water under photoexcitation reads [1, 14, 15, 17]:

\[
C_e(T_e)\frac{dT_e}{dt} = -G(T_e - T_l) + \frac{\sigma_{abs} I(t)}{V_{np}}
\]

\[
C_l(T_l)\frac{dT_l}{dt} = G(T_e - T_l) - \frac{g}{R_{np}}(T_l - T_w|_r = R_{np})
\]

\[
C_w(T_w)\frac{dT_w}{dt} = \frac{1}{r^2} \frac{\partial}{\partial r} \left( k_w r^2 \frac{\partial T_w}{\partial r} \right)
\]

where the subscripts \( e \), \( l \) and \( w \) stand for “electron”, “lattice” and “water”, respectively, \( C \) denotes the heat capacity, \( g = \frac{3 R_{np} C_l}{k_w} \) is the interface (Au-water) conductance, \( R_{np} \) is the radius of the Au particle, \( k_w \) the thermal conductivity of water and \( I(t) \) the laser pulse intensity, formulated by

\[
I(t) = 2 \frac{F}{t_p \pi} \left[ \ln 2 + \frac{4 \ln 2}{t_p^2} \right]
\]

where \( F \) is the laser pulse fluence and \( t_p \) stands for the FWHM (full width at half maximum) pulse width.

Following Dagallier et al. [1, 17] the energy \( E_{NP\rightarrow w} \) transferred from the AuNS to surrounding water at a fluence \( \sim 80 \text{ mJ/cm}^2 \) (2.1-4.3 ps pulse range) was estimated by time integration of the heat fluence at the surface of the particle over the characteristic time of phonon-phonon thermalization \( T_\theta = \rho_{Au} C_l / (3g R_{np}) \) (\( \rho_{Au} \) denotes Au density) at the interface of the two materials, i.e., by

\[
E_{NP\rightarrow w} = \int_0^t 4\pi R_{np}^2 g(T_w - T_l) dt
\]

The energy density \( U \) deposited within a thin 1.5 nm layer volume \( V_c \) around the AuNS is calculated by the ratio \( U = E_{NP\rightarrow w}/V_c \). We have subsequently estimated the required fluence of a 4.3 ps pulse to reach the same energy density deposition \( U \) for all other spherical AuNPs, which we denoted as the threshold fluence of detectable thermal bubbles.

c) Experimental fluence thresholds at a pulsewidth of 55 fs and comparison to theoretical calculations
Figure S2. (a) Experimental fluence thresholds at a pulsewidth of 55 fs (black circles). The black dashed-line corresponds to the calculation $F_{th}(R_{np}) = F_{th, min} \times N_{max}^2 / N^2(R_{np})$, where $R_{np}$ is the radius of the AuNP, $F_{th, min} = F_{th}(R_{np} = 75 \text{ nm})$ and $N_{max} = N(R_{np} = 75 \text{ nm})$. The experimental measurements are in fair agreement with the calculation, implying a plasma-mediated cavitation process. (b) This is further supported by the calculated absolute water temperature (maximum in time and at a distance $r = 1.5$ nm from the particle surface) at the fluence thresholds. It is seen that water temperature is consistently lower than the 90% of the water spinodal (~580 K), i.e., lower than the spinodal criterion for photothermal cavitation, for all examined particles.

S3. Relative contributions of photothermal and plasma-mediated processes

In Figure 5a of the main text, a crossover pulse width $t_{p,c}$ for the transition from plasma-mediated to photothermal nucleation is noted when $E_p/E_{NP} \approx 1$. According to data shown in Figure 5a, that occurs at different pulse widths depending on the examined nanoparticle. Approximately, for AuNS it occurs at ~125 fs ($E_p/E_{NP} \approx 0.74$), for 200 nm AuNP at ~250 fs ($E_p/E_{NP} \approx 1.10$), for 150 nm AuNP at ~500 fs ($E_p/E_{NP} \approx 0.99$), for 100 nm AuNP at ~4.3 ps ($E_p/E_{NP} \approx 1.24$) and for 80 nm AuNP at ~4.3 ps ($E_p/E_{NP} \approx 1.20$). Based on the corresponding laser intensities and pulse widths, we can use equations (S2) to estimate the temperature increase at these conditions for each nanoparticle, which must define $\Delta T_c$. The obtained estimated values are shown in Figure S3a. Unsurprisingly, there is variation in obtained $\Delta T_c$ depending on the particle size. That is mainly because of the interface resistivity at the boundary and the dynamic energy transfer between the gold lattice and water. Generally, it is expected that the temperature increase follows the form:

$$\Delta T_c = \frac{l}{R_{np}} \quad (S3)$$

The equation S3 was fit on the data shown in Figure S3a with $l = 4.46 \times 10^{-5} \text{ [m][K]}$. 
Figure S3. (a) The critical temperature $\Delta T_c$ (circles) obtained by solution of equations S2 at the crossover pulse widths determined based on data from Figure 5 of the main text. The fitting equation S3 is shown over the data (solid curve). (b) The breakdown time was calculated by the solution of equation S1 versus pulse width at the experimental thresholds of cavitation of 40-100 nm AuNPs. Equation S2 was fit over the calculated data. (c) The calculated laser intensity $I_{w,c} = N^2 I_t$ for obtaining breakdown-induced bubbles around a particle, where $I_t$ denotes the experimentally obtained threshold intensity of detected bubbles. The solid line is deduced based on the fitting curves of (b) and (d). (d) The electron density growth parameter $\ln\left(n_c/n_0\right)$ as a function of the laser pulse width. The empirical relation S5 (solid line) is shown against the calculated data.

In the discussion section “Relative contributions of photothermal and plasma-mediated processes” of the main text, the laser intensity $I_{w,c}$ for obtaining breakdown accompanied with induction of a nanobubble was evoked. The latter is related to the laser fluence threshold when a plasma-mediated process is involved and to the near-field amplification of each particle. The measured fluencies for the cases were plasma-mediated process dominates cavitation, i.e., for AuNP of sizes 40-100 nm can be used as input parameters to solve equation (S1) and to determine the breakdown time $\delta t$. The obtained data are shown in Figure S3b, exhibiting generally a sublinear relation with the laser pulse width. The behavior is physically interpreted based on the transition to multiphoton-assisted cascade breakdown for pulse widths longer than 200 fs [2]. An empirical sublinear relation is fit between $\delta t$ and $t_p$ that reads:

$$\delta t = C t_p^{4/5}$$  \hspace{1cm} (S4)

with $C = 0.0014$.

Next, we can further obtain the local intensities $I_{w,c}$ at the poles of the particles of sizes 40-100 nm, at the experimental thresholds by the relation $I_{w,c} = N^2 I_t$, where $I_t$ stands for the measured input laser intensities at the threshold of
cavitation (shown in Figure S3c). Combining those with relation (S4), the electron density growth parameter 
\[ \ln\left(\frac{n_c}{n_0}\right) \] can be deduced through the relation 
\[ I_{wc} \approx \frac{mcn_0 \varepsilon_0 (3\lambda/2) (\omega^2 \tau^2 + 1) \ln\left(\frac{n_c}{n_0}\right)}{e^2 \tau \delta t} . \]
Notably, the density \( n_0 \) includes not only the seed density of the electrons provided by multiphoton ionization but also losses attributed to diffusion and recombination. Therefore, as defined herein, the growth parameter \( \ln\left(\frac{n_c}{n_0}\right) \) denotes the plasma growth due to cascade ionization, from a seed electron density and against all considered loss mechanisms, to a breakdown density \( n_c \). The estimated growth parameter was plotted as a function of \( t_p \) for the particles of sizes 40-100 nm in Figure S3d. The empirical relation:
\[ \ln\left(\frac{n_c}{n_0}\right) = 9 - 1.5 \frac{t_p}{t_m} \] 
was used to fit the data with \( t_m = 100 \) fs (denoting the transition from multiphoton-dominated to multiphoton-assisted cascade breakdown [2]) with a maximum relative error of <25% for \( t_p > 1 \) ps for 40 nm particles, and <12% for all particles when \( t_p \leq 1 \) ps. Plugging equations (S3), (S4), (S5) in equation (4) we can obtain a diagram of the ratio \( \frac{\sigma_{abs} \Lambda}{V_{np} N^2} \) versus the crossover pulse width \( t_{p,t} \) for the various \( R_{np} \) of nanoparticles used experimentally, as shown in Figure S4. The diagram exhibits a fair agreement with Figure 5a of the main text on the crossover pulse width condition \( E_p / E_{np} = 1 \) (where \( E_{np} = 1 \)), considering the various approximations made.

Of note, the above analysis assumes that \( I_{wc} \) is size-independent. For instance, in the case of 40 nm particles, the above numerical application neglects the growth of \( \ln\left(\frac{n_c}{n_0}\right) \) as pulse width becomes longer, which is physically related to the smaller diffusion length, affecting the Debye screening compared to larger particles. Therefore, it is expected that the \( \frac{\sigma_{abs} \Lambda}{V_{np} N^2} \) curve is reducing for longer pulse widths and for 40 nm particles, and therefore, is
overestimated in Figure S4. The same applies to any particle for pulse widths $\gtrsim 20$ ps, where cascade ionization dominates optical breakdown [2]. This is because the growth parameter $\ln\left(\frac{n_e}{n_0}\right)$ becomes progressively larger and the breakdown intensity almost constant at a wide range of pulse widths up to the nanosecond regime (see for example Figure 4 of reference [5]). By contrast the slope of the curve of laser intensity threshold for photothermal cavitation versus pulse width does not change, since it depends entirely on the deposited energy. So, expectedly, the curve $\frac{\sigma_{\text{abs}} \Lambda}{V_{np} N^2 (t_p = t_{\text{th}}) \to 0}$ (i.e., $N^2$ must take very large values for a plasma-mediated transition) for pulse widths $\gtrsim 20$ ps and cavitation is eventually governed entirely by photothermal processes in the ns pulsed regime.

S4. Thermodynamic transitions of the AuNP lattice and accompanied effects

We have calculated (based on equations (S2)) the required laser fluence that results in non-reversible heating, i.e., fluencies that result in the heating of gold beyond its melting point of $\approx 1330$ K [18]. The results show that this occurs for the following cases: for 40 nm, 60 nm, 80 nm, and 100 nm particles at a pulse width of 4.3 ps and for 40 nm particles at a pulse width of 2 ps, which indicates the possibility of having shape relaxation under these conditions. Size reduction would be possible via Coulomb explosion if electronic temperatures exceed about 7300-8000 K [15], or the boiling point of Au is exceeded. Even though the latter never occurs at all observed thresholds, electronic temperatures exceed 7300 K for spherical particles of 40 nm, 60 nm, and 80 nm, for pulse widths $> 1$ ps, and for 100 nm particles for pulse widths $> 2$ps, which indicates the possibility of size reduction for those particles. The above conditions occur already below the threshold for detection of purely photothermal bubbles of diameter $\approx 0.4$-$0.5 \mu m$. Thus, this observation shows that there are important implications for practical applications (requiring bubbles of $> 0.5 \mu m$ diameter) because of the significant discrepancy between the very threshold for explosive cavitation (spinodal criterion) and the threshold for detectable photothermal bubbles of diameter $\approx 0.4$-$0.5 \mu m$. As has been discussed in the past, explosive modes must be attained for nano-photo-thermolysis of cancer when it comes to laser-induced photothermal bubble excitation around gold nanoparticles [19].
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