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S1 Fabrication of the calibration sample

Firstly, four heater pads were patterned on a SiO2/Si Substrate by using optical lithography. The 
substrate was made of boron doped silicon with a thickness of 525 ± 25 µm. The thickness of the 
SiO2 was measured to be 309 nm employing an ellipsometer. 2 nm Ti/50 nm Pd contact pads were 
evaporated through e-beam evaporation. Secondly, 50-750 nm wide heater patterns were fabricated 
using e-beam lithography using poly-methyl methacrylate (PMMA) as a resist layer. Using e-beam 
evaporation, we deposited 2 nm Ti/30 nm Pd metal lines. An Al2O3 thin film was deposited on these 
calibration samples using pulsed laser deposition (PLD) from a crystalline Al2O3 target at room 
temperature. The distance between the target and sample was ~ 45 mm. A KrF excimer laser (λ = 
248 nm, 20 ns pulse duration) was used with an energy density of ~ 1.5 J/cm2 and a pulse repetition 
rate of 5 Hz. The oxygen background pressure was 10-1 mbar. All films were grown using the same 
number of laser pulses (500) and the target thickness was ~10 nm. The mask design is illustrated in 
Fig. S1.

Fig. S1: Mask design of the calibration samples. The heater pads (1-4) are used for four-point 
probe measurements. The four heater pads are connected via metal lines of a width of 50-750 
nm as indicated in the right image.



S2 Atomic force microscopy analysis of the topography of the lines

We used an Asylum MFP-3D atomic force microscope (AFM) as the tool of all our scans in this study. 
First, we started scanning the different lines in AFM tapping mode. We scanned the surface by using 
a constant speed and scan size. Fig. S2 (a-j) show the topography obtained for the different lines 
(all scale bars 750 nm). 

Fig. S2: Atomic force microscopy maps obtained for the Pd metal lines of calibration samples 
with a line width of (a) 50 nm, (b) 60 nm, (c) 75 nm, (d) 100 nm, (e) 120 nm, (f) 150 nm, (g) 200 
nm, (h) 300nm, (i) 500 nm, (j) 750 nm (scale bar 750 nm).



S 3. Electrical characterization of the lines

First, we measured the resistance vs power characteristics of each line. For that purpose, we applied 
four-point probe measurements to exclude the contact resistance. We applied an electrical current 
to the outer two heater pads while reading the potential difference at the inner two heater pads. For 
that purpose, we used a 4200 A-SCS Parameter Analyzer from Keithley. Additionally, we used thin 
tungsten needles to contact the heater pads. We adjusted the maximum current applied to the lines 
depending on the line width. We aimed to not exceed a power value of 3 mW to avoid any heating 
damage to the lines. Moreover, these power magnitudes enabled a considerable elevated 
temperature increase which fulfilled our requirements. Using a sample stage with an adjustable 
temperature, we repeated this measurement at four different temperatures (310, 320, 330, and 340 
K). Fig. S3 (a) shows an example of the Rline vs Pline results for a Pd metal line of 500 nm line width. 
The graph at 294 K represents the non-heated measurement at room temperature. On the base of 
these graphs, we calculated the resistance at zero power R0 by linearly extrapolating the Rline vs Pline 

graphs at higher power values. Fig. S3 (b) shows R0 obtained at the five temperature configurations 
as a function of Tstage for the same line width. We extracted the temperature coefficient of resistance 
(TCR) from the slope of the R0 vs Tstage graph using,

Fig. S3: (a) Resistance of a 500 nm wide Pd metal line Rline as a function of the power applied to 
the line Pline obtained at four different temperatures. (b) Resistance at zero power R0 obtained 
from the results in (a) plotted against the temperature of the sample stage Tstage during the 
measurement. The TCR of the specific line is calculated on base of the slope of this graph. (c) 
Calculated temperature increase of the self-heated line ΔTline plotted against the power applied 
to it Pline. (d) Temperature coefficient of resistance (TCR) of each line plotted against their line 
width.



                                                               (S1)
𝑇𝐶𝑅 =

𝑆𝑙𝑜𝑝𝑒(𝑅0 𝑣𝑠 𝑇)

𝑅0(294 𝐾)

We can now calculate the temperature increase of the lines ΔTline using the TCR as follows:

                                                                  (S2)
Δ𝑇𝑙𝑖𝑛𝑒 =

𝑅𝑙𝑖𝑛𝑒

𝑅0
‒ 1

𝑇𝐶𝑅

Fig. S3 (c) shows the estimated ΔTline as a function of Pline obtained on the results in Fig. S3 (a). We 
conducted these measurements for all of the other line widths. Fig. S3 (d) shows the TCR of the 
lines as a function of their line width. 



S 4. COMSOL simulation for characterization of the temperature increase

We implemented a finite element model (FEM) in COMSOL Multiphysics 5.3 to validate the four-point 
probe measurements. Fig. S4 (a) shows the geometry of the developed model structure. We 
mimicked the geometry of our calibration sample as described in Fig. S1. For that purpose, we 
assigned the according material from the COMSOL database to the geometries as illustrated in Fig 
S4 (a). We choose a lower thermal conductivity for Pd (25 W/(m·K)) and Al2O3 (1.5 W/(m·K)) in 
comparison to their bulk values to take the effect of nanoscale confinement into account. We varied 
the line width of the Pd (d) according to the values of our materials e.g., 750 nm in Fig. S4 (a). 
Concerning the computation of the results we employed COMSOL’s Heat Transfer in Solids module, 
which solves the heat equation assuming Fourier’s law. The ambient temperature was set to 300 K. 
For the heating of the structure, we applied a heat source to the Pd line geometry. We used a 
symmetry function on the left edge of the model. Fig. S4 (b) shows the maximum temperature 
increase of our measurements as a function of the line width. Here the blue triangles and the black 
squares represent the outcome of the four-point probe measurements and the COMSOL simulation, 
respectively. Therefore, we extracted the max temperature increase computed at the Pd line while 
applying the same power density magnitudes as in the measurements of each line indicated in the 
caption. The results in Fig. S4 (b) were estimated at the maximum power values measured during 
the four-point probe measurements. We concluded that the results of the simulation fit well with the 
results of the measurements. However, especially at lower line widths the simulated temperature 
slightly falls below the results of the measurements. This difference results from changes in thermal 
conductivity at the lower scale as also due to variability of the real line width. 

Fig. S4: (a) Geometry of the COMSOL model; (b) Max temperature increase ΔTline,max at the line 
as a function of its line width, the blue triangles and the black squares represent the results of the 
4 Point probe measurements and the COMSOL simulation, respectively. The results were 
obtained at a power applied to the line of 50 nm Pline = 2.45 mW, 60 nm Pline = 2.77 mW, 75 nm 
Pline = 2.51 mW, 100 nm Pline = 2.72 mW, 120 nm Pline = 2.76 mW, 150 nm Pline = 2.09 mW, 200 
nm Pline = 2.42 mW, 300 nm Pline = 2.4 mW, 500 nm Pline = 2.05 mW, 750 nm Pline = 2.35 mW.



S5. Estimation of the Probe Power during the measurement 

For the thermal measurements, we used a SThM system from Bruker Anasys connected to our AFM 
system and thermal probes model GLA-1 from Bruker. These probes consist of a thin Pd resistor on 
top of a SiN film. The tip radius is around 100 nm. During the measurements, the thermoresistive 
probe was connected to a Wheatstone bridge as sketched in Fig. S5 (a). This electrical network 
consists of two fixed resistances with R = 1 kΩ, the resistance of the probe Rprobe and an adjustable 
potentiometer resistance Rpot. To heat the probe, we applied a voltage Vsource along the bridge to 
induce a current. To investigate the impact of the Vsource on the calibration we repeated all the 
measurements for four different configurations Vsource = 0.1; 0.3; 0.5; 0.7 V. For all of the four 
configurations we estimated the power applied to the probe Pprobe. For that purpose, we measured 
the resistance of the probe externally by measuring its R vs P characteristics with a semiconductor 
parameter analyzer (SPA). Fig. S5 (b) shows the measured electrical current of the whole probe 
Iprobe,total as a function of the applied voltage Vprobe,total. Here the probe consists of the actual sensing 
tip as also two current limiters. We measured the resistance of the current limiters externally to be 
Rcurrent-limiter = 203.6 Ω in total. The resistance at of the probe Rprobe was calculated as follows, 

                                                      (S3)𝑅𝑝𝑟𝑜𝑏𝑒 = 𝑅𝑝𝑟𝑜𝑏𝑒,𝑡𝑜𝑡𝑎𝑙 ‒ 𝑅𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ‒ 𝑙𝑖𝑚𝑖𝑡𝑒𝑟

We calculated Rprobe,total by means of the I vs V results displayed in Fig. S5 (b). Fig. S5 (c) shows the 
from equation S3 resulting Rprobe plotted against the electrical power applied to the probe Pprobe. From 
that we can extract the resistance of the probe at zero power to be Rprobe (0) ≈ 136.6 Ω.

The Wheatstone bridge is a parallel resistance. We calculated the divided voltage at the probe 
resistance as follows:

                                                   (S4)
𝑉𝑝𝑟𝑜𝑏𝑒 = 𝑉𝑠𝑜𝑢𝑟𝑐𝑒 ∙

𝑅𝑝𝑟𝑜𝑏𝑒

𝑅 + 𝑅𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ‒ 𝑙𝑖𝑚𝑖𝑡𝑒𝑟 + 𝑅𝑝𝑟𝑜𝑏𝑒
           

Subsequently we estimated the power of the probe by using the following equation:

                                                                       (S5)
𝑃𝑝𝑟𝑜𝑏𝑒 =

𝑉 2
𝑝𝑟𝑜𝑏𝑒

𝑅𝑝𝑟𝑜𝑏𝑒
  

As a consequence, we obtained the power values of the probe Pprobe = 0.8; 7; 19; 37 µW for the four 
Vsource configurations. As can be seen from Fig. S5. (c) the changes of Rprobe are moderate in the 
range of applied power. Hence, we can expect that the impact of the temperature dependency of 
Rprobe on Pprobe < 1%.

 

Fig. S5: (a) Schematic of the Wheatstone bridge used for the SThM measurements, (b) Electrical 
current measured at probe Iprobe,total as a function of the voltage applied to it Vprobe,total (c) Resistance 
of the SThM probe Rprobe plotted against the electrical power applied to it Pprobe.



S6. Scanning thermal microscopy (SThM) measurements

For the thermal characterization, we adjusted the potentiometer of the biased Wheatstone bridge in 
order that Rpot ≈ Rprobe after bringing the probe in contact with the sample surface. Subsequently we 
scanned the Pd lines of all line widths with the prior described SThM probes connected to the nullified 
Wheatstone bridge. Fig. S6 (a) shows the flattened topography images of a 500 nm wide line 
obtained at the four power configurations. We flattened the images by subtracting the average value 
from each line. During the scans we applied an electrical current along the metal lines to heat the 
line as explained in S3. We used the SPA and the probe station of our AFM system to induce the 
current. Fig. S6 (b) shows flattened SThM thermal maps obtained on the same 500 nm wide line as 
in (a) at zero power, and at four different power magnitudes applied to the lines during 
measurements. 

The SThM probe heats up once it scans over a feature of higher temperature in this case the heated 
line, increasing its electrical resistance. Hence, we used the SThM probe as a thermal sensor that 
correlates a temperature increase with an increment of the SThM signal across the bridge induced 
due to changes in the probe resistances. As a consequence, the SThM signal obtained in Fig. S6 
(b) at the line increases with the power applied to the line. Additionally, we observed that the SThM 
signal sensitivity improved as a function of the power applied to the probe Pprobe. We flattened the 
images so that the left and right edges approximate a signal change of zero. However, by that, 
remaining heat at the edges is excluded. Hence, we used the raw data to determine the calibration 
factor as explained in the following section. It is worth mentioning that we observed significant 
changes in the line signal at zero power at higher Pprobe values. At the increased power the probe 
started to heat significantly. Therefore, heat dissipated from the probe to the surface. The magnitude 
of heat dissipation depends on the thermal resistance of the material resulting in a difference of the 
signal from the line to the surrounding. To take that into account we calculated the signal difference 
from the heated vs non-heated case at the line as explained below.

Fig. S6: (a) Flattened topography images obtained on a 500 nm wide Pd metal line for the four 
different Pprobe configurations, (b) Flattened SThM thermal maps created by means of SThM on a 
500 nm wide Pd line at different power values applied to it, Pline , for the four configurations of 
Pprobe. (scale bar 500 nm).



S 7. Conversion of SThM signal into temperature signal

For the estimation of the calibration factor, we calculated the SThM signal difference between the 
heated maps and a reference map at zero power. Therefore, we used the raw SThM signal at the 
line to take the overall temperature increase of the maps into account. Fig. S7 (a) shows the raw 
SThM signal VSThM obtained at a 500 nm wide line in a heated (red) vs a non-heated case (blue). 
The change in the thermal resistance of the SThM probe due to nearby topography features causes 
artifacts in the form of a non-zero SThM signal on the non-heated metal line. Moreover, the general 
temperature increase causes an elevated signal at the edges of the heated metal line. To determine 
SThM signals corresponding to the metal line temperatures with minimal influence of topography, 
we first calculated the maximum signal of each of the scan line VSThM,max,line,n(T). Then we extracted 
the mean of each line to consider the variation in between each scan line.

Finally, we calculated ΔVSThM,line between the heated and non-heated case as described in the 
manuscript in equation 2. Fig. S7 (b) shows ΔVSThM,line of the 500 nm line width as a function of the 
temperature of the lines during the scan for the four Pprobe configurations. Here we can see an 
increase of the CaF calculated as the slope of the ΔVSThM,line vs ΔTline graphs with Pprobe. We observed 
this behavior in the remaining metal line widths, resulting in the differences in the CaF vs line width 
graphs presented in Fig. 3 (e) of the main manuscript. 

 

Fig. S7: (a) SThM raw data thermal signal VSThM of a 500 nm wide line obtained at a power 
applied to the probe Pprobe of 19 µW obtained across the line section x (Scale bar 500 nm in inset 
figure. The graphs are obtained while scanning over a non-heated line (blue) and a heated line 
with a temperature increase of ΔTline ≈ 10 K (red). (b) SThM signal difference ΔVSThM,line as a 
function of the temperature of the line for the four probe configurations at a 500 nm wide line. 
ΔVSThM,line is obtained by calculating the difference in the VSThM at the line between the heated vs 
non-heated case, as illustrated in (a).



S8. Comparison of the results with a second probe

We repeated the same measurement procedure as described above for a second probe. Fig. S8 
shows the results of the calibration factor (CaF) as a function of the line width of the Pd for both 
probes. The results of the two tips match well, especially at higher line widths. In both cases, we 
observed an increase of the temperature sensitivity as well as a shift of the line cut-off width with 
Pprobe. At lower line widths we observed a stronger decay of the calibration factor for the second tip. 
The lower values at the smaller line widths indicate a decreased contact between the tip and the line 
which might originate from a blunter tip shape of the second probe.

Fig. S8: Calculated calibration factor (CaF) for different power values Pprobe (0.8, 7, 19, 37 µW) 
as a function of the line width of the scanned metal lines obtained from the retrace signal. The 
blue dots correspond to the results obtained from the first tip displayed in the main manuscript. 
The red dots present results obtained on a second reference tip.



S9. Calibration factor at high power

All the results displayed in the main manuscript are obtained at lower Vsource values which is common 
for the operation of the SThM in sensing mode. Fig. S9 shows the CaF as a function of the line width 
obtained at higher power (Vsource of 1 V and 1.5 V). The results show that the maximum CaF further 
increases with Pprobe. For application, one must consider that the sample itself heats up significantly 
at these higher power values which might affect the measuring characteristics significantly. The aim 
of this study was to characterize the SThM calibration factor at low power values for sensing. If one 
would like to operate the SThM for sensing at higher power values, additional characterizations 
would be required. Nevertheless, the results in Fig. S9 show a preliminary trend for these power 
configurations.

Fig. S9: Calculated calibration factor (CaF) for different power values Pprobe (76, 171 µW) as a 
function of the line width of the scanned metal lines obtained from the retrace signal. The results 
are obtained at a Wheatstone bridge voltage Vsource of 1 V and 1.5 V. The corresponding power 
values are calculated as demonstrated in section S5.



S10. Estimation of the temperature of the probe utilizing Null-Point method (NPM) 
measurements

We applied the null-point method (NPM) to estimate the temperature of the probe as a function of 
Pprobe. The NPM is based on the quantification of the probe temperature in contact with the sample 
Tc vs the temperature of the probe in non-contact mode Tnc.1–3 In non-contact mode, the heat transfer 
between the tip and the sample Qts is assumed to be 0. Essentially, the temperature of the tip in 
contact Tc is equal to the temperature of the sample TS when TNC is equal to Tc.1 To apply this method 
to our SThM system we used the logger option of the corresponding SThM software. This option 
allows to record the SThM signal of the Wheatstone bridge in operando.

 

Fig. S10: (a,b) Recorded logger SThM signal Vlogger of the null-point method estimation as a 
function of the run time tnp while the laser is turned (a) off and (b) on during the measurements 
(c) Temperature increase of the probe ΔTNP estimated by the null-point method (NPM) as a 
function of the power applied to the probe Pprobe. The blue triangles shapes represent the results 
obtained without AFM laser. The yellow dots show the results with laser during the 
measurements. The results are obtained at Vsource = 0.08, 0.1, 0.3, 0.5, 0.6, 0.7, 0.8, 1, 1.5 V. The 
corresponding power values are calculated as described in section S5 (d) Schematic view of the 
1D heating model applied to analyze the temperature offset of the NPM measurements.



Fig. S10 (a,b) show the logger signal Vlogger as a function of the run time tnp without and with AFM 
laser on during the measurement. First, we tracked the SThM signal in non-contact VNC at which we 
nullified the signal. Second, we contacted the tip to a 750 nm wide Pd line, lowering the SThM signal 
VC as a consequence of the tip to sample heat dissipation. Third, we heated the Pd line steadily to 
increase the SThM signal again. At one point the SThM signal reached its initial value close to zero 
i.e., TNC ≈ TC (i.e., VNC ≈ VC). Finally, we extracted Tc (ΔTNP) as the temperature of the sample at 
which this condition becomes true. We repeated these measurements for seven values of Pprobe and 
for two cases with the AFM laser on and with the AFM laser off.

Fig. S10 (c) shows the estimated increase of the probe temperature ΔTNP plotted against the power 
applied to the probe Pprobe with and without laser. As expected ΔTNP rises linearly with Pprobe in both 
cases. Here, we observed a significant difference between ΔTNP with and without laser. The laser 
heats the probe during the scan up to 25 K more than without the laser. This difference becomes 
relevant in measurements in which a self-heating of the sample should be avoided. However, the 
laser is required for the topographic analysis so in most of the cases the measurement with a laser 
would be the preferred option. In our case, we needed to use the AFM laser to scan the calibration 
samples, as this is a necessary element for scanning. However, the laser does not affect the relative 
changes during measurements, as we observed similar slopes in Fig. 10 (c) for both cases. We have 
measured the samples with the laser on with the effect of having a more elevated background 
temperature compared to the non-laser case. To reduce the background heating due to laser, one 
could use different approaches like less laser power of lasers that focus more locally on the tip 
cantilever. Finally, it is worth noting that ΔTNP does not fall to zero at zero power even without the 
laser. Here we must mention that the heat transport between the probe and sample is overly 
complex. Besides the tip-to-sample conduction other parameters must be considered when 
comparing the non-contact with the contact temperature as heat radiation, thermal contact, or water 
meniscus.

Fig. S10 (d) shows the schematic of a 1D temperature model, which we applied for the 
characterization of the impact of the contact resistance on the NPM results. Therefore, we 
approximated the imaginary power Pline ≈ 1.27 mW (as described in section S3) that we would need 
to apply to heat the Pd line (line width of 750 nm) to the near zero power temperature of the line Tline 
≈ 311.2 K (based on Fig. S10 (c) without laser). By using the COMSOL model described in section 
S4 we calculated the temperature drop across the capping layer ΔTcap ≈10 mK. Subsequently we 
estimated the resistance of the capping layer Rcap ≈ 53000 K/W on base of a cylindrical shape across 
the capping layer with a radius rthermal exchange ≈ 200 nm approximately equal to the thermal exchange 
radius of the tip-sample contact as follows:

                                                              (S6)
𝑅𝑐𝑎𝑝 =

𝑥
𝑘 ∙ 𝐴

The thickness x = 10 nm, thermal conductivity k = 1.5 W/(m·K) and the area A = 𝝅· rthermal exchange
2 of 

the capping layer is equal to the values of the simulation. Based on that we can calculate the heating 
power across the capping layer Pcap = 0.18 µW as follows:

                                                               (S7)
𝑃𝑐𝑎𝑝 =

Δ𝑇𝑐𝑎𝑝

𝑅𝑐𝑎𝑝

We then considered an equal power across the thermal exchange resistance between probe tip and 
sample Rcon of the same thermal exchange area. From the literature we estimated Rcon to have a 
magnitude of around 4·106 K/W.4,5 By means of that we calculated the estimated temperature drop 
across thermal exchange resistance ΔTcon in this way:

                                                          (S8)Δ𝑇𝑐𝑜𝑛 = 𝑃𝑐 ∙ 𝑅𝑐𝑜𝑛



By using Rcon from the literature we obtained a ΔTcon of 0.75 K. By assuming a thermal exchange 
resistance of one order of magnitude higher than in literature we would obtain a ΔTcon of 7.5 K. 
Considering the large error of ΔTNP at low power we would obtain the tip temperature Ttip to be close 
to 0, due to the temperature drop across the thermal exchange resistance. According to our 
estimated ΔTNP offset close to zero power, Rcon should be estimated within a range of 4·106 and 4·107 
K/W. This result is reasonable as Rcon can vary significantly in between probes. Additional differences 
are based on the other heat exchange mechanisms between tip and sample as water meniscus or 
heat radiation. 
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