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Experimental Details.  

General Considerations. [Ni(ttcn)2](BF4)2 (1) and [Zn(ttcn)2](BF4)2 were prepared according to 

literature procedure.1,2 [Ni(H2O)6](BF4)2 and [Zn(H2O)x](BF4)2 were purchased from Strem 

Chemicals and used as received. 

[Ni0.01Zn0.99(ttcn)2](BF4)2 (1'). We dissolved [Zn(ttcn)2](BF4)2 (297 mg, 0.50 mmol, 99.0 equiv.) 

with [Ni(ttcn)2](BF4)2 (3 mg, 0.005 mmol, 1.0 equiv.) in a minimal amount (10 mL) of 

nitromethane and layered the solution under diethyl ether to yield light pink blocks after slow 

diffusion of the two layers overnight. We ground these crystals into fine microcrystalline powder 

for EPR measurements.  

Magnetic Measurements. Magnetic data were acquired on a Quantum Design MPMS-XL 

SQUID (Superconducting Quantum Interference Device) magnetometer. Measurements for 1 

were obtained on a finely ground polycrystalline powder restrained in a frozen eicosane matrix 

and wrapped tightly within a gelatin capsule. Prior to full characterization, magnetization data 

were acquired at 100 K from 0 to 30000 Oe (3 T) to ensure the absence of curvature associated 

with high-temperature ferromagnetic impurities. Dc (Direct-current) susceptibility measurements 

were collected in the temperature range of 1.8 K– 300 K at a dc field of 10000 Oe (1 T). Dc 

magnetic susceptibility data were corrected for diamagnetic contributions from the sample holder 

and eicosane as well as for the core diamagnetism, estimated using Pascal’s constants.3 The 

resulting paramagnetic dc susceptibility is reported as χMT (cm3 K/mol Ni2+). 

EPR Measurements. All high-field EPR measurements were performed at the National High 

Magnetic Field Laboratory (NHMFL) in Tallahassee, Florida. High-frequency, high-field 

measurements were performed on finely ground powders restrained with eicosane. Samples were 

prepared in plastic caps for measurement. High-field, high-frequency continuous-wave EPR (cw-

EPR) spectra on 1 was collected on an instrument described elsewhere.4 Simulations of these 

spectra were carried out using the pepper function in Easyspin.5 At low temperatures, the apparent 

noise in the spectra is due to signals from individual polycrystallites giving an incomplete signal 

that can be reproduced by computer simulation with an insufficiently fine grid, not a low 

signal/noise ratio (S/N). This is shown in the less “noisy” spectra at higher temperatures.6,7 We 

note that determining small ZFS can be difficult and lead to small errors with high-field high-
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frequency EPR as ZFS can be of the magnitude of g anisotropy).8 While the spectra can be 

simulated with a negative D value, this leads to unrealistic values of g (Figure S16). The spin-

forbidden ΔMS = 2 transition was not observed, along with the corresponding double-quantum 

transition,9 attributed to the negligibly small value of transverse anisotropy due to the high 

symmetry of the complex, in addition to the magnitude of E being much smaller in magnitude in 

comparison to the Zeeman splitting.10,11 

Pulse EPR data at W-band frequency (94 GHz) were obtained on HiPER at the NHMFL in 

Tallahassee, Florida. The architecture of the HiPER spectrometer has been previously reported.12 

Quasi-optical cw measurements were performed on HiPER using plastic sample holders. All pulse 

measurements were collected on solid-state dilutions in their respective diamagnetic analogues. 

Solid-state dilutions were prepared in a 1:100 (1%) ratio to suppress the influence of 

intermolecular electronic spin interactions on Tm and T1. Echo-detected field-swept EPR spectra 

were recorded using a two-pulse Hahn-echo sequence (π/2−τ−π−τ−echo) with microwave (mw) 

π/2 and π pulse lengths of 50 ns and 100 ns, respectively, and an interpulse delay time τ = 300 ns. 

Hahn-echo decay curves were collected by application of the above sequence at the B1-field of 

maximum echo intensity at variable temperatures using 50 ns and 100 ns π/2 and π pulses, 

respectively, with varying τ (starting from τ = 300 ns). All Tm decay curves were fit using the 

following exponential decay function, 𝐼𝐼 = 𝐼𝐼0𝑒𝑒–2𝜏𝜏/𝑇𝑇𝑚𝑚, where 𝐼𝐼0 is the initial intensity, 2τ is the 

interpulse delay time, and Tm is the phase memory time. Spin–lattice relaxation times were 

measured at the same magnetic fields using a three-pulse saturation recovery sequence (long 

pulse−T−π/2−τ−π−τ−echo) with τ of 300 ns chosen to minimize the effect of electron spin echo 

envelope modulation by surrounding nuclei.  

Pulsed Q-band EPR spectra were collected on a Bruker E580 Elexsys spectrometer, equipped with 

a Bruker QT-II resonator and a 300 W TWT amplifier (Applied Systems Engineering, Model 

177Ka). The temperature of the cavity was maintained using a Bruker/ColdEdge FlexLine Cryostat 

(Model ER 4118HV-CF100). The bridge is equipped with an Arbitrary Wave Generator to create 

shaped pulses for increased sensitivity. 

The field-swept echo detected EPR spectra and Tm measurements were obtained with a 

𝜋𝜋/2– 𝜏𝜏1–𝜋𝜋– 𝜏𝜏1– 𝑒𝑒𝑒𝑒ℎ𝑜𝑜 sequence, with Tm measurements recorded as a function of time increment, 

2𝜏𝜏1. T1 inversion recovery experiments were obtained with a 𝜋𝜋 – (𝜏𝜏2 + 𝑡𝑡)  –    𝜋𝜋/
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2  – 𝜏𝜏1–𝜋𝜋– 𝜏𝜏1– 𝑒𝑒𝑒𝑒ℎ𝑜𝑜 sequence and recorded as a function of time increment, 𝑡𝑡. Optimized pulses 

durations, based on nutation measurements and echo amplitude, were 6 ns for 𝜋𝜋/2 pulses, and 10 

ns for 𝜋𝜋 pulses at 30 K, and 10 ns for 𝜋𝜋/2 pulses, and 16 ns for 𝜋𝜋 pulses at 12 K and 20 K. 𝜏𝜏1 was 

chosen as 100 ns, for all experiments, with 𝑡𝑡 = 2 ns for Tm measurements and 𝜏𝜏2= 40 ns and 𝑡𝑡 = 10 

ns for T1 measurements. The data were acquired with 2-step phase cycling and signal averaged 

until a desirable SNR was achieved. Modulations in the decay curves are attributed to instrumental 

vibrations. As 1' is composed of two distinct sites, T1 can also be effectively modelled with a 

biexponential decay function (Table S3–Table S6). 1' exhibited electron spin echo envelope 

modulation (ESEEM) of the echo intensity from weakly coupled 1H nuclei. Due to the inherent 

errors in adding the necessary fit parameters to the relaxation equation to model ESEEM, we chose 

to ignore the ESEEM in our fits. 

Powder X-Ray Diffraction. 1 was sandwiched between pieces of Kapton tape and powder X-ray 

diffraction patterns were collected on a STOE STADI MP diffractometer equipped with CuKα1 

radiation. 

Other Physical Measurements. Electronic absorption (UV-vis-NIR) spectra were collected for 1 

in MeCN with a Varian Cary 5000 spectrophotometer at room temperature. 

Computational Details. The positions of H-atoms in the crystal structure geometry were 

optimized with the B3LYP hybrid functional13–15 and def2-TZVP16 basis set. A significant speedup 

is attained using RIJCOSX which stands for the resolution of the identity17 and chain-of-spheres18 

approximations in the Coulomb and exchange terms, respectively. A supplementary auxiliary basis 

set is required for RIJCOSX for which def2/J19 was selected. Dispersion interactions were 

accounted for using D3BJ correction involving Becke-Johnson damping.20,21 A single-point PBE22 

calculation was performed to obtain unrestricted natural orbitals to be used as an initial guess for 

the subsequent complete active space self-consistent field (CASSCF) calculation. State-averaged 

CASSCF(8,5) and CASSCF(12,12) were performed, 10 triplet and 15 singlet roots were extracted 

in each case. The second-order n-electron valence state perturbation theory (NEVPT2) in its 

strongly contracted flavor was performed to account for dynamic correlations. Spin-orbit coupling 

(SOC) and g-tensor were calculated within the relative block of CASSCF, where spin-orbit mean-

field (SOMF) approximation was used to account for SOC interactions. 
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Discussion of electronic absorption spectroscopy data. Unlike other Ni2+ complexes,23 the spin-

forbidden 3A2g→1Eg transition is not observed, which we attribute to either the broadness of the 
3A2g→3T2g transition or the energetic separation between 3A2g→3T2g and the 3A2g→1Eg. The 1Eg 

energy for [Ni(ttcn)2]2+ was previously reported at 8500 cm–1 and is similar to that reported for 

another NiS6 complex.24 The forbidden intraconfigurational spin-flip gains intensity via SOC to 

the allowed transition; this intensity-gaining mechanism is inversely proportional to the energetic 

separation between the states.25 Without observance of the 3A2g→1Eg transition, the Racah 

parameter, C, cannot be calculated. Additionally, photoluminescence experiments on single 

crystals of 1 at 5 K yielded no PL, presumably due to the low extinction coefficients (ε ~ 30 – 40 

M–1 cm–1) associated with the d-d transitions in 1, energy gap law non-radiative decay for the 

expected low energy of the spin-flip state, and the small energy gap between the 3T2 and 1E states.26 

This leads to some ambiguity in the corresponding Tanabe-Sugano diagram, which is typically 

constructed with set B and C parameters (B/C = 4.71) which lead to a singlet-triplet crossing point 

at 17.3 B. We obtain a value of parameter C of 2190 cm–1 when we use the previously obtained 

energy for the 3A2g→1Eg transition (1E = 8500 cm–1; C/B = 3.29).24 With the B value, we obtain a 

ligand field splitting parameter of 19.2 (Δo/B) for 1. 

Discussion of SQUID magnetometry data. To initially assess the ground-state magnetic 

properties and EPR addressability of Ni2+ in this soft coordination environment, we employed 

SQUID magnetometry. At 300 K, 1 exhibited a χMT value of 1.05 cm3 K mol–1, consistent with an 

S = 1 ion (Figure S5).27 The proximity of this value to that of the spin-only value g = 2.00 for an 

S = 1 system (χMT = 1 cm3 K mol–1) suggests a small orbital angular momentum contribution (giso 

simulation = 2.05). From 300 K to 100 K, the χMT value remains constant, then gradually begins to 

decrease. We observe a precipitous drop below 30 K, with a χMT value of 0.51 cm3 K mol–1 at 1.8 

K. Typically, for a non-interacting Curie-Weiss paramagnet, we attribute the decrease in χMT in a 

dc susceptibility curve to axial ZFS, as the thermal population (kT) is below the energy difference 

of spin sublevels (D). However, this drop usually starts below 50 K, while we observe a gradual 

decrease beginning around 100 K in 1. Furthermore, simulation of this χMT curve yields a |D| > 12 

cm–1 (Figure S6), well outside what is expected for Ni2+ in near perfectly octahedral geometries, 

where |D| ranges from 0 to 4 cm–1.28 Intermolecular forces, such as spin-spin coupling, also 

contribute to behavior of magnetic susceptibility curves and their departure from Curie–Weiss 

paramagnetic behavior. In 1, the only spin-spin coupling we expect to contribute to the magnetism 
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is the dipolar and exchange coupling between Ni2+ centers from neighboring molecules. In 1, the 

shortest Ni–Ni distance is 8.92 Å, outside of the range for strong coupling. Yet, [Ni(ttcn)2]2+ 

previously displayed exchange interactions over long distances, where the large spin density on 

the sulfur atoms was hypothesized to lead to the observed magnetic properties.29,30 A Curie-Weiss 

fit of 1/χM (T) to the data for 1 results in a Curie-Weiss parameter (θCW) = –3.53 K (Figure S8). 

Although θCW is a mean-field approximation of the spin-spin interactions between neighboring 

Ni2+ centers, a magnitude of roughly 3.5 K confirms that, at low temperatures (≈ 3 K), the AFM 

exchange interactions contribute to the spin-behavior. A plot of χM vs. T (Figure S9) reaches a 

maximum value at T = 2 K (χM = 0.28 cm3 mol–1) and decreases again until T = 1.8 K (χM = 0.27 

cm3 mol–1). The shape of the susceptibility curve is characteristic of other Ni2+-based 

antiferromagnets.31 To further probe the ground state spin, we performed low temperature 

magnetization experiments, in which the sample was cooled and the applied field was varied from 

0 T to 7 T (Figure S7). At 2 K, as we increased the magnetic field to 7 T, the magnetization 

saturates to a value of 1.80 μB (close to the 1.98 μB for an S = 1 and g = 2), further confirming the 

S = 1 ground state in 1. 

Discussion of the g-factor Calculation. 1 is an example of an elongated octahedron (𝑟𝑟𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 >

𝑟𝑟𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒;𝐸𝐸𝑑𝑑𝑥𝑥2–𝑦𝑦2
>  𝐸𝐸𝑑𝑑𝑧𝑧2). The sign of D is in agreement with magnetostructural correlations 

predicting positive D values for an elongated octahedron, confirming the MS = 0 spin sublevel is 

lowest in energy.32–34 The g-factor of the system can be calculated with the following expression: 

𝑔𝑔 = 𝑔𝑔𝑒𝑒(1 − 2𝜁𝜁𝑆𝑆𝑆𝑆𝑆𝑆

𝐸𝐸𝑇𝑇2𝑔𝑔
), where ge is the value for the free electron, ζ is the metal-based one-electron 

SOC constant, and ET2g is the energy of the T2g first excited state. Using the g value we obtain 

from EPR and the energy of the first triplet excited state we obtain from UV-vis spectroscopy, we 

calculate ζ = 320 cm–1. This value is ~50% of the free ion value, further illustrating the covalency 

in 1. Deviations of molecular g values from that of the free electron reflect the magnitude of SOC 

contributions in the ground state, represented by 2𝜁𝜁𝑆𝑆𝑆𝑆𝑆𝑆 in the equation. 

Discussion of Pulse EPR – Phase Memory Times (Tm). We determine the phase memory time 

(Tm), which encompasses all processes that contribute to decoherence or phase loss, including the 

electron spin T2 and inhomogeneous dephasing time T2
*. We extract these parameters from fitting 

the decay of the intensity of the two-pulse Hahn-echo sequence (π/2-τ-π-τ-echo) with increasing 
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interpulse delay time τ at both W- and Q-band. We fit the echo decays with mono-exponential 

functions (𝐼𝐼 = 𝐼𝐼0𝑒𝑒–2𝜏𝜏/𝑇𝑇𝑚𝑚). For 1', Tm values decay rapidly with increasing temperatures. The Tm 

values at both 1.33 T and 2.50 T (94 GHz) and 0.69 T (34 GHz) are similar, with spin–spin 

relaxation being relatively quick at low temperatures. At 5 K, Tm is 379 ns and 392 ns at 1.33 T 

and 2.50 T, respectively. At 12 K, Tm is 123 ns (1.33 T; 94 GHz) and 83 ns (0.69 T; 34 GHz). 

These values are in agreement with the magnetically noisy spin environment around the nickel 

ion, due to the protons on the ttcn ligand, as well as the BF4
– counteranions (Figure S3). A spin 

echo is not observed after 10 K–12 K at W-band. Interestingly, Tm for 1' at 0.25 T and 34 GHz is 

noticeably longer, with Tm of 317 ns at 12 K. This transition along the edge of the EDFS represents 

a canonical orientation, where gz is coincident to the magnetic field, B0. This increase in phase 

memory as a function of orientation has previously been observed in S = ½ VIV molecular qubits.35 

The values of T1 and Tm for 1' are in agreement with previous pulse EPR data on Ni2+; we attribute 

differences to a variation in host matrix (1% solid-state dilution for 1' vs. 1 mM H20/glycerol 

solution).36 

Discussion of computational data. In a CASSCF calculation, we select an active space consisting 

of a fixed number of electrons, m, distributed over a fixed number of orbitals, n. CASSCF (m,n) 

couples all possible configurations in the active space in order to accurately account for static 

correlation. Even in our larger 12-orbital active space, electron excitations within only five metal 

d-orbitals account for all significant configurations contributing to the studied low-lying excited 

states, highlighting metal-centered interactions. 

Due to the multi-configurational nature of the CASSCF method, the magnetic sublevels are 

explicitly represented allowing us to estimate the zero-field splitting (ZFS) parameters. The first 

order contribution to ZFS is due to the spin-spin coupling (SSC) between the unpaired electrons. 

The total SSC contribution to ZFS at the CASSCF /NEVPT2 levels for this system is miniscule 

(~0.04 cm–1) and is, thus, not discussed further. The second order and leading contribution to ZFS 

is due to the spin-orbit coupling (SOC) between the ground state and excited states. The SOC 

operator has one-electron and two-electron contributions, the latter of which is difficult to treat 

exactly. Instead, we employ the spin-orbit mean-field (SOMF) approach to account for SOC, 

where an effective one-electron operator is used to account for the main two-electron 

contributions.37 In SOMF approach as implemented in ORCA, the Coulomb interaction is 
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accounted for semi-numerically only between spin-own-orbit contributions, while the exchange 

interaction is estimated via a mean-field approximation accounting for spin-own-orbit and spin-

other-orbit contributions.38 Whereas the ZFS arises due to the interaction in the absence of an 

external magnetic field, the interaction of such a field with the spin magnetic moment of an 

electron from the SOC gives rise to the g-factor.39 The g-tensor is directly proportional to the SOC 

and is calculated using the orbital Zeeman operator and SOC along with ZFS.38 We extract the 

desired parameters using the effective Hamiltonian approach which, unlike perturbation theory, 

yields the entire g-tensor and D-tensor. 

Due to the high symmetry of 1, the transition dipole moments are on the order of 10–4 D. As a 

result, the calculated transitions have effectively zero oscillator strength, prohibiting us from 

obtaining a plot of the theoretical absorption spectrum. However, the spread of the excitation 

energies indicates that a potential peak corresponding to 3T2g is slightly broader than 3T1g. 

Moreover, the 1Eg state is very close in energy to 3T2g, which may explain why the experimental 

spectrum is broad for 3T2g and a separate 1Eg peak is not observed (Figure S32). 

Two parameters that describe ZFS are axial and rhombic anisotropy, D and E, respectively. D is 

the energy difference between Ms = 0 and the average of Ms = ±1 sublevels, while E is the energy 

difference between Ms = ± 1 sublevels and their average. D is negative when the Ms = ±1 sublevels 

are stabilized compared to Ms = 0. By perturbation theory, excited state energies and ZFS 

parameters are qualitatively inversely proportional.  

To further understand the nature of the excited states, we examined their wavefunction 

compositions. The three triplet 3T2g roots and three singlet 1T2g roots that have major contributions 

to D share the same electron configurations albeit with slightly different proportions; the signs of 

triplet and singlet contributions to D are reversed.40 When the ground and excited triplet states 

couple via the z component of the spin-orbit operator, states with the same Ms components couple 

with each other, whereas x/y components lead to coupling between states that differ by ±1. 

Coupling does not occur between Ms = 0 components due to spin symmetry.41 Thus, when Ms = 

±1 components couple with each other, the ground state Ms = ±1 sublevels are stabilized, leading 

to negative D contributions. When components that differ by ±1 couple between triplet states, the 

ground state Ms = 0 is stabilized due to the interaction with Ms = +1 and Ms = –1 components, 

leading to positive D contributions. Since the singlet excited state only has Ms = 0 level, coupling 
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of states differing by ±1 leads to stabilization of Ms = ±1 sublevels of the ground state and a 

negative D contribution. That is why we observe opposite signs for the singlet and triplet excited 

states despite nearly identical configurations (Table S8). As an example, the third root of the 3T2g 

state (contributing –28.585 cm–1 to D) and the third root of the 1T2g state (contributing +14.234 

cm–1 to D) both consist of > 50% orbital 2 to orbital 5 excitation and >30% orbital 1 to orbital 4 

transition; orbitals 1-5 refer to Figure 2 in the main text, from lowest to highest energy. Thus, the 

electron configurations play an important role when assessing the contributions to the ZFS. 

We examine the magnetic anisotropy axes of the D-tensor to get further insight. As has been 

previously observed for other clusters, the z component of the anisotropy axis is aligned along the 

highest symmetry axis corresponding to the ligand-field theory.42 Figure S33 also illustrates the 

anisotropy axes of the D-tensor and indeed places the z-axis (shown coming out of the plane in 

blue) along the pseudo C3 symmetry axis. The magnetic axes corresponding to the g-tensor are 

closely aligned with the anisotropy axes and are, thus, omitted from the plot.43 When the z-axis of 

the D-tensor is aligned with the metal-ligand bond, the analysis of the x/y/z components of the 

spin-orbit operator is more straightforward as shown by Mallah and co-workers.44 A similarly 

detailed analysis of the signs of contributions to D is prohibitively complicated for 1 due to 

multiconfigurational nature of the wavefunctions (Figure 2). However, based on the signs of D 

and the description above, we can estimate that the first two roots of the 3T2g and 1T2g have spin-

orbit coupling operators of the x/y nature and the third roots are of z spin-orbit operator 

component.41 Finally, the SOC calculation allows us to estimate the g-tensor matrix. The analysis 

yields an isotropic g-factor, giso = 2.16. 
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Table S1 | Summary of spin Hamiltonian parameters for 1 simulating cw-EPR spectra at 295/406 
GHz at 3 K. 

 1 

gx 2.1018(15) 

gy 2.1079(15) 

gz 2.0964(14) 

D (cm–1) +0.555(8) 

|E| (cm–1) 0.072(5) 

Lorentzian 
Broadening 

25 
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Table S2 | Spin–spin (Tm) and spin–lattice (T1) relaxation times for 1' at W-band (94 GHz) and Q-
band (34 GHz), using a monoexponential decay function.  

 1.33 T (94 GHz)  2.50 T (94 GHz)  0.25 T (34 GHz)  0.69 T (34 GHz) 

Temperature 
(K) 

Tm (µs) T1 (µs)  Tm (µs) T1 (µs)  Tm (µs) T1 (µs)  Tm (µs) T1 (µs) 

5 0.379(5) 7.5(2)  0.392(7) 7.8(3)  – –  – – 

7 0.264(5) 4.6(2)  0.241(3) 5.4(2)  – –  – – 

10 0.168(4) 3.5(1)  0.187(4) 3.97(3)  – –  – – 

12 0.123(2) 3.26(5)  – 2.55(8)  0.370(9) 1.18(3)  0.200(2) 0.708(3) 

15 – 1.18(6)  – 1.84(3)  – –  – – 

20 – –  – –  0.217(4) 0.63(2)  0.113(1) 0.295(1) 

30 – –  – –  0.105(4) 0.268(4)  0.0713(6) 0.147(1) 
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Table S3 | Spin–lattice (T1) relaxation times for 1' at W-band (94 GHz) and 1.33 T, modelled with 
a biexponential decay function. 

Temperature 
(K) 

T1,long 
(µs) 

Weight 
(short) 

T1,short  
(µs) 

Weight 
(short) 

5 12.8(8) 0.55 2.2(2) 0.43 

7 5.5(2) 0.99 0.13(3) 0.15 

10 3.8(3) 0.83 0.8(6) 0.15 

12 3.6(2) 0.97 0.9(4) 0.09 

15 1.4(3) 0.72 0.4(4) 0.21 
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Table S4 | Spin–lattice (T1) relaxation times for 1' at W-band (94 GHz) and 2.50 T, modelled with 
a biexponential decay function. 

Temperature 
(K) 

T1,short  
(µs) 

Weight 
(short) 

T1,long  
(µs) 

Weight 
(short) 

5 19(2) 0.46 3.0(2) 0.54 

7 8.5(4) 0.55 1.4(1) 0.41 

10 4.6(1) 1.02 1.0(1) 0.11 

12 2.9(2) 1.01 0.3(2) 0.11 

15 3(1) 0.85 0.9(4) 0.31 
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Table S5 | Spin–lattice (T1) relaxation times for 1' at Q-band (34 GHz) and 0.25 T, modelled with 
a biexponential decay function. 

Temperature 
(K) 

T1,short  
(µs) 

Weight 
(short) 

T1,long  
(µs) 

Weight 
(short) 

12 1.7(3) 1.00 0.28(9) 0.22 

20 0.7(1) 0.91 0.2(2) 0.13 

30 0.268(4) 1.00 – – 
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Table S6 | Spin–lattice (T1) relaxation times for 1' at Q-band (34 GHz) and 0.69 T, modelled with 
a biexponential decay function. 

Temperature 
(K) 

T1,short 

(µs) 

Weight 
(short) 

T1,long 

(µs) 

Weight 
(short) 

12 1.2(2) 0.38 0.50(5) 0.45 

20 0.38(3) 0.63 0.20(2) 0.53 

30 0.21(2) 0.53 0.100(9) 0.81 
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Table S7 | Löwdin orbital population analysis of CASSCF (12,12) results. Compositions are given 
for Ni d-orbitals and S p-orbitals. Orbital count begins at 0. 

 103 104 105 106 107 108 109 110 111 112 113 114 

Ni dz2   1.3 15.8 38.9 0.8 4.4 42.0 1.5 6.6 33.8 2.9 44.1 0.0 

Ni dxz   3.1 1.2 11.8 58.6 14.4 4.7 6.2 11.9 45.4 18.5 11.7 2.8 

Ni dyz   0.9 13.2 23.4 0.2 30.5 31.1 4.7 9.1 11.2 26.9 24.7 16.8 

Ni dx
2
y
2 26.0 0.2 3.4 10.1 3.6 0.0 65.3 15.5 0.0 3.8 4.9 61.7 

Ni dxy   0.5 1.0 20.4 28.3 44.8 1.9 1.7 47.1 0.1 38.4 0.4 4.3 

S  pz    1.7 1.1 0.1 0.0 0.1 0.1 0.4 0.0 0.0 0.1 0.0 0.0 

S  px    0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

S  py    8.6 7.1 0.0 0.0 0.0 1.6 2.9 0.0 0.0 0.0 0.1 0.7 

S  pz    0.7 15.5 0.0 0.0 0.0 4.3 0.0 0.0 0.0 0.0 0.6 0.0 

S  px    0.0 0.7 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

S  py    0.0 1.8 0.0 0.0 0.0 0.6 0.0 0.0 0.0 0.0 0.1 0.0 

S  pz    0.4 0.1 0.0 0.0 0.0 0.0 0.1 0.0 0.1 0.0 0.0 0.0 

S  px   16.3 1.7 0.0 0.0 0.0 0.8 4.1 0.0 0.0 0.0 0.3 0.4 

S  py    0.1 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

S  pz    1.7 1.1 0.1 0.0 0.1 0.1 0.4 0.0 0.0 0.1 0.0 0.0 

S  px    0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

S  py    8.6 7.1 0.0 0.0 0.0 1.6 2.9 0.0 0.0 0.0 0.1 0.7 

S  pz    0.7 15.5 0.0 0.0 0.0 4.3 0.0 0.0 0.0 0.0 0.6 0.0 

S  px    0.0 0.7 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

S  py    0.0 1.8 0.0 0.0 0.0 0.6 0.0 0.0 0.0 0.0 0.1 0.0 

S  pz    0.4 0.1 0.0 0.0 0.0 0.0 0.1 0.0 0.1 0.0 0.0 0.0 

S  px   16.3 1.7 0.0 0.0 0.0 0.8 4.1 0.0 0.0 0.0 0.3 0.4 

S  py    0.1 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
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Table S8 | Triplet and singlet transition energies from CASSCF(12,12) with NEVPT2. Individual 
NEVPT2 contributions to ZFS, D = 1.147 cm–1 and E = 0.300 cm–1 (E/D = 0.261). 

Multiplicity Root CASSCF (cm–1) NEVPT2 (cm–1) State D (cm–1) E (cm–1) 

3 

1 11441.6 11966.3 
3T2g 

15.217 15.306 

2 11559.4 12087.7 14.892 –15.014 

3 11846.9 12421.0 –28.585 0.149 

4 18704.7 19057.4 
3T1g 

0.000 0.003 

5 18772.6 19117.2 0.005 0.004 

6 19055.3 19449.2 0.000 –0.002 

7 31086.4 30124.9 
3T1g 

0.000 –0.000 

8 31370.9 30412.2 0.000 0.001 

9 32519.9 31885.7 0.000 0.000 

1 

0 14666.0 11946.3 
1Eg 

–0.001 0.001 

1 14674.9 11952.8 –0.002 0.000 

2 23523.0 19548.6 1A1g 0.082 –0.025 

3 26587.5 24796.7 
1T2g 

–7.344 –7.341 

4 26778.3 24994.2 –7.281 7.270 

5 27141.2 25437.4 14.234 –0.014 

6 31247.5 28998.6 
1T1g 

–0.004 –0.006 

7 31411.8 29187.7 0.010 –0.000 

8 31634.9 29447.1 –0.003 –0.003 

9 43159.5 42714.2 
1T2g 

–0.024 0.025 

10 43193.4 42698.4 0.204 –0.003 

11 43267.1 42787.6 0.110 –0.014 

12 44281.2 44054.2 
1Eg 

–0.149 0.129 

13 44309.2 44074.6 –0.162 –0.143 

14 57716.4 43101.5 1A1g 0.001 0.000 
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Table S9 | CASSCF(12,12) triplet ground- and excited-state configurations. The configurations 
are distinguished based on singly-occupied orbitals 1-5 (105-109 in Table S7); the remaining 
orbitals are doubly-occupied. Only the configurations that contribute more than 10% of the weight 
are listed. 

Root CASSCF (cm–1) Weight 1 2 3 4 5 
 

State 

0 0 0.95167    ↿ ↿ 
 

3A2g 

1 11441.6 

0.42750 

0.25202 

0.21745 

  ↿  ↿ 

 ↿   ↿ 

↿   ↿  
 

3T2g 
2 11559.4 

0.41316 

0.41117 

↿    ↿ 

  ↿ ↿  
 

3 11846.9 
0.60571 

0.30191 

 ↿  ↿  

↿    ↿ 
 

4 18704.7 

0.39815 

0.13165 

0.12835 

0.12320 

0.10819 

 ↿   ↿ 

↿  ↿   

↿ ↿    

  ↿  ↿ 

 ↿ ↿   
 

3T1g 5 18772.6 

0.46929 

0.20102 

0.14632 

↿   ↿  

↿ ↿    

↿  ↿   
 

6 19055.3 

0.27394 

0.18973 

0.15042 

0.14358 

0.11100 

 ↿ ↿   

  ↿ ↿  

 ↿  ↿  

↿    ↿ 

↿  ↿   
 

7 31086.4 0.29686  ↿ ↿   3T1g 
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0.26364 

0.11056 

↿  ↿   

  ↿ ↿  
 

8 31370.9 

0.31101 

0.27405 

0.11492 

↿  ↿   

 ↿ ↿   

  ↿  ↿ 
 

9 32519.9 

0.61465 

0.18208 

0.15544 

↿ ↿    

↿   ↿  

 ↿   ↿ 
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Table S10 | CASSCF(12,12) singlet excited-state configurations. The configurations are 
distinguished based on empty (-) and singly-occupied (↿/⇂) orbitals 1-5 (105-109 in Table S7); the 
remaining orbitals are doubly-occupied. Only the configurations that contribute more than 10% of 
the weight are listed. 

Root CASSCF (cm–1) Weight 1 2 3 4 5 
 

State 

0 14666.0 

0.41746 

0.28199 

0.24521 

   ↿ ⇂ 

    - 

   -  
 

1Eg 

1 14674.9 

0.52709 

0.21306 

0.20455 

   ⇂ ↿ 

    - 

   -  
 

2 23523.0 
0.45352 

0.40935 

   -  

    - 
 

1A1g 

3 26587.5 

0.41253 

0.23732 

0.19942 

  ↿  ⇂ 

 ↿   ⇂ 

↿   ⇂  
 

1T2g 
4 26778.3 

0.39299 

0.35641 

  ↿ ⇂  

↿    ⇂ 
 

5 27141.2 
0.54724 

0.33376 

 ↿  ⇂  

↿    ⇂ 
 

6 31247.5 
0.42180 

0.41999 

  ↿  ⇂ 

 ↿   ⇂ 
 

1T1g 7 31411.8 

0.43672 

0.25691 

0.21136 

  ↿ ⇂  

 ↿  ⇂  

↿    ⇂ 
 

8 31634.9 
0.62355 

0.28403 

↿   ⇂  

 ↿   ⇂ 
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9 43159.5 
0.63402 

0.30214 

 ↿ ⇂   

↿  ⇂   
 

1T2g 
10 43193.4 

0.37961 

0.21337 

0.13042 

0.10250 

  -   

↿  ⇂   

 ↿ ⇂   

 -    
 

11 43267.1 

0.39389 

0.24631 

0.16025 

↿  ⇂   

  -   

 ↿ ⇂   
 

12 44281.2 

0.40942 

0.40890 

0.10411 

 -    

-     

↿ ⇂    
 

1Eg 

13 44309.2 0.77786 ↿ ⇂    
 

14 57716.4 
0.47036 

0.46273 
* 1A1g 

* Singlet 14 root has single occupancies in the Ni-S 𝜋𝜋-bonding orbitals (103 and 104 in Table S7) 

𝜋𝜋1 𝜋𝜋2 1 2 3 4 5 

 ↿     ⇂ 

↿     ⇂  
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Table S11 | Triplet and singlet transition energies from CASSCF(8,5) with NEVPT2. Individual 
NEVPT2 contributions to ZFS, D = 1.075 cm–1 and E = 0.318 cm–1 (E/D = 0.296). 

Multiplicity Root CASSCF (cm–1) NEVPT2 (cm–1) State D (cm–1) E (cm–1) 

3 

1 8215.2 14179.0 
3T2g 

13.935 13.835 

2 8304.3 14334.0 13.823 –13.630 

3 8562.9 14750.4 –26.426 0.204 

4 14153.9 23185.7 
3T1g 

0.004 0.006 

5 14340.3 23453.7 0.001 –0.001 

6 14448.5 23452.0 0.001 –0.001 

7 28855.4 33957.2 
3T1g 

0.000 0.000 

8 29067.3 34252.3 0.001 0.001 

9 29766.9 35622.8 0.000 0.000 

1 

0 17325.3 15326.0 
1Eg 

–0.001 0.001 

1 17335.8 15338.8 –0.001 0.000 

2 25223.2 29462.2 
1T2g 

–6.198 –6.175 

3 25384.7 29689.3 –6.084 6.096 

4 25635.3 30190.4 11.944 0.014 

5 28157.9 27246.7 1A1g –0.001 –0.002 

6 31658.2 35069.3 
1T1g 

0.001 –0.001 

7 31777.8 35233.0 0.003 0.000 

8 32019.7 35586.8 –0.001 0.000 

9 38083.4 46689.2 
1T2g 

–0.055 0.056 

10 38146.8 46769.2 –0.021 –0.039 

11 38453.5 46742.2 0.991 0.005 

12 39206.2 48099.7 
1Eg 

–0.397 0.337 

13 39241.9 48105.3 –0.426 –0.366 

14 70724.7 70594.3 1A1g 0.000 0.000 
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Table S12 | Triplet and singlet NEVPT2 transition energies and ZFS contributions of 1 and 
[Ni(tacn)2]2+ with (8,5) active space. 

Multiplicity Root State 1 (cm–1) [Ni(tacn)2]2+ (cm–1) D 1 (cm–1) D [Ni(tacn)2]2+ (cm–1) 

3 

1 
3T2g 

14179.0 13252.3 13.935 13.738 

2 14334.0 13408.3 13.823 7.447 

3 14750.4 13630.6 –26.426 –16.272 

4 
3T1g 

23185.7 20540.1 0.004 0.003 

5 23453.7 22580.4 0.001 0.002 

6 23452.0 22800.4 0.001 0.009 

7 
3T1g 

33957.2 33128.1 0.000 0.000 

8 34252.3 33276.1 0.001 –0.000 

9 35622.8 35617.8 0.000 0.000 

1 

0 
1Eg 

15326.0 16216.4 –0.001 –0.006 

1 15338.8 16245.4 –0.001 –0.006 

2 
1T2g 

29462.2 28915.3 –6.198 –6.583 

3 29689.3 29113.9 –6.084 –6.272 

4 30190.4 29381.9 11.944 12.354 

5 1A1g 27246.7 28985.2 –0.001 0.324 

6 
1T1g 

35069.3 35035.7 0.001 –0.037 

7 35233.0 35343.7 0.003 –0.056 

8 35586.8 35467.4 –0.001 –0.006 

9 
1T2g 

46689.2 45451.7 –0.055 –0.053 

10 46769.2 45502.3 –0.021 –0.043 

11 46742.2 45565.1 0.991 0.928 

12 
1Eg 

48099.7 46797.6 –0.397 –0.442 

13 48105.3 46817.6 –0.426 –0.446 

14 1A1g 70594.3 70939.5 0.000 0.002 
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Figure S1 | Molecular structure of 1. Gray, yellow, and green spheres represent carbon, sulfur, and 
nickel atoms, respectively. Counterions, hydrogen atoms, and solvent molecules have been omitted 
for clarity.  
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Figure S2 | Simulated (silver) versus experimental (dark purple) powder X-ray diffraction data for 
1. Data were collected at room temperature with pure Cu Kα1 radiation (λ = 1.5405 Å) to confirm 
bulk purity. Simulation of powder X-ray diffraction data was based on single crystal XRD data 
reported in Reference 45.  
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Figure S3 | A view of the local environment around 1 restrained within a 10 Å distance from the 
nickel metal center (dark green). The circle (solid purple line) is a guide to the eye with a radius 
of 10 Å. All hydrogen (white), boron (light pink), and fluorine (light green) atoms are presented 
within this distance. 
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Figure S4 | Zero-field-cooled (ZFC) variable-field magnetization for a polycrystalline sample of 
1 restrained under eicosane acquired at 100 K (dark purple open circles). The black line is a least-
squares linear fit to the data illustrating the absence of high-temperature ferromagnetic impurities. 
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Figure S5 | Variable-temperature dc magnetic susceptibility data for 1 collected from 1.8 K to 300 
K under a dc field of 1.0 T. 
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Figure S6 | Variable-temperature dc magnetic susceptibility data for 1 collected from 1.8 K to 300 
K under a dc field of 1.0 T. The black lines represent the simulations obtained from the best fits to 
the data using the spin Hamiltonian,  𝐻𝐻� = 𝜇𝜇𝐵𝐵𝑯𝑯 ∙ 𝒈⃖𝒈�⃗ ∙ 𝑺𝑺� + 𝐷𝐷[𝑆̂𝑆𝑧𝑧2– (𝑆𝑆(𝑆𝑆 + 1))/3] + 𝐸𝐸�𝑆̂𝑆𝑥𝑥2 − 𝑆̂𝑆𝑦𝑦2�, in 
DAVE 2.0. The following parameters were used in the simulation: giso = 2.044; D = –14.89 cm–1; 
|E| = 0 cm–1. 
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Figure S7 | Variable field magnetization data for 1 at temperatures of 1.8 K, 5.0 K, and 10.0 K 
from 0 T to 7 T. 
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Figure S8 | Curie-Weiss fit of 1/χM (T) data for 1, fit from 50 K to 300 K under a dc field of 1.0 
T. 
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Figure S9 | (top) Variable-temperature dc magnetic susceptibility data (χM) for 1 collected from 
1.8 K to 300 K under a dc field of 0.5 T. (bottom) Zoom of Variable-temperature dc magnetic 
susceptibility data (χM) for 1, highlighting the maximum χM at 2 K. 
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Figure S10 | High frequency EPR spectra for 1 at 6 K. 
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Figure S11 | High frequency cw-EPR spectra for 1 at 3 K and 6 K and 295 GHz. 
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Figure S12 | High frequency cw-EPR spectra for 1 at 3 K, 6 K, and 20 K and 406 GHz. 
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Figure S13 | Best spectral simulations of the 295.0 GHz cw-EPR spectrum of 1 at 3 K. 
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Figure S14 | Best spectral simulations of the 406.0 GHz cw-EPR spectrum of 1 at 3 K. 
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Figure S15 | Best spectral simulations of the 406.0 GHz cw-EPR spectrum of 1 with positive and 
negative D values at 3 K. 
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Figure S16 | Best spectral simulations of the 406.0 GHz cw-EPR spectrum of 1 at 3 K, with 
negative D value and the following spin Hamiltonian parameters: gx = 2.060, gy = 2.155, gz = 2.078, 
D = –0.55 cm–1, |E| = 0.05 cm–1, H-strain = [3000 2000 0]. 
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Figure S17 | Zeeman diagrams for 295.0 GHz EPR simulations of 1. The Zeeman plots are 
simulated with the magnetic field oriented along the x-, y-, and z-molecular axes (top, middle, 
bottom, respectively) highlighting the transitions (vertical lines) observed in the spectrum. The −1, 
0 and +1 MS sublevels are labelled in the high field regime. The spin Hamiltonian parameters g, 
D, and E used for these simulations are given in the manuscript and SI.  
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Figure S18 | Echo-detected field-swept spectrum of 1' at 5 K, collected at 94 GHz. 

  



45 
 

 

Figure S19 | Experimental (dark purple) and calculated (silver) absorptive cw mode of 1' at 94 
GHz, simulated using the cw-EPR parameters from Table S1 (silver). 
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Figure S20 | Experimental and calculated absorptive cw mode of 1' at 94 GHz, simulated as two 
distinct species using the following cw-EPR parameters: (1) giso = 2.18, D = +1.15 cm–1, |E| = 0.10 
cm–1 (2) giso =2.15, D = +0.9 cm–1, |E| = 0.05 cm–1 (silver). 
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Figure S21 | Experimental and calculated absorptive cw mode of 1' at 94 GHz, simulated as two 
distinct species using the following cw-EPR parameters: (1, light blue) giso = 2.18, D = +1.15 cm–

1, |E| = 0.10 cm–1 (2, light pink) giso = 2.15, D = +0.9 cm–1, |E| = 0.05 cm–1. 
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Figure S22 | Echo-detected field-swept spectrum of 1' at 12 K, 20 K, and 30 K, collected at 34 
GHz. * denotes a g = 2 impurity, which only becomes visible at 30 K when the Tm of 1' becomes 
very short in comparison to the Tm of the g = 2 impurity. 
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Figure S23 | Experimental and calculated absorptive cw mode of 1' at 34 GHz, simulated as two 
distinct species using the following cw-EPR parameters: (1) giso = 2.18, D = +1.15 cm–1, |E| = 0.10 
cm–1 (2) giso = 2.15, D = +0.9 cm–1, |E| = 0.05 cm–1 (silver). 
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Figure S24 | Hahn-echo decay curves for 1' at 1.33 T from 5 K to 12 K at 94 GHz. The echo decay 
intensities (circles) were fit (black lines) using a monoexponential function to yield the Tm times 
given in Table S2. 
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Figure S25 | Saturation-recovery data for 1' at 1.33 T from 5 K to 12 K at 94 GHz. The saturation 
recovery data (circles) were fit (black lines) using a monoexponential recovery function to yield 
the T1 times given in Table S2. 

  



52 
 

 

Figure S26 | Hahn-echo decay curves for 1' at 2.50 T from 5 K to 10 K at 94 GHz. The echo decay 
intensities (circles) were fit (black lines) using a monoexponential function to yield the Tm times 
given in Table S2. 
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Figure S27 | Saturation-recovery data for 1' at 2.50 T at 5 K and 7 K at 94 GHz. The saturation 
recovery data (circles) were fit (black lines) using a monoexponential recovery function to yield 
the T1 times given in Table S2. 
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Figure S28 | Hahn-echo decay curves for 1' at 0.25 T from 12 K to 30 K at 34 GHz. The echo 
decay intensities (circles) were fit (black lines) using a monoexponential function to yield the Tm 
times given in Table S2. Modulations in the decay curves are attributed to a combination of 1H 
ESEEM and instrumental vibrations. 
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Figure S29 | Inversion-recovery data for 1' at 0.25 T from 12 K to 30 K at 34 GHz. The inversion 
recovery data (circles) were fit (black lines) using a monoexponential recovery function to yield 
the T1 times given in Table S2. Modulations in the decay curves are attributed to a combination 
of 1H ESEEM and instrumental vibrations. 
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Figure S30 | Hahn-echo decay curves for 1' at 0.69 T from 12 K to 30 K at 34 GHz. The echo 
decay intensities (circles) were fit (black lines) using a monoexponential function to yield the Tm 
times given in Table S2. Modulations in the decay curves are attributed to a combination of 1H 
ESEEM and instrumental vibrations. 
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Figure S31 | Inversion-recovery data for 1' at 0.69 T from 12 K to 30 K at 34 GHz. The inversion 
recovery data (circles) were fit (black lines) using a monoexponential recovery function to yield 
the T1 times given in Table S2. 
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Figure S32 | Electronic absorption (UV-vis-NIR) spectrum collected in MeCN solution at room 
temperature for 1. 
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Figure S33 | Schematic view of the D tensor axes of 1 with z-axis along the pseudo three-fold axis 
of the complex. 
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