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1 Phase behaviour

1.1 Variation of the theta temperature with added salt
concentration

In Fig. 1, the reciprocal of Tc, where Tc corresponds to the
temperature at the maximum of the T versus c curve in
the phase diagram, is depicted as a function of the inverse
square root of the degree of polymerization (N−1/2). Simi-
lar to neutral polymers, linear relationships are apparent.1

The intercept signifies the reciprocal of theta temperature
(θ−1), while the slope is linked to the enthalpic component
of the χ parameter.
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Fig. 1 Inverse critical phase separation temperature, obtained from
maxima in Tp vs. c diagrams, plotted as a function of the inverse
of the square root degree of the degree of polymerisation. Lines
are best fits to linear functions. Data are extracted from [2].

The theta temperature of polystyrene sulfonate has been
reported by several authors.3–6 The degree of sulfonation
of the PSS samples was only reported by Hirose (100%)
and Nordmeier (84%). Other studies used PSS poly-
mers synthesised through the sulfonation of polystyrene,
implying a degree of sulfonation below 100%. The θ tem-
perature from Raziel’s data was estimated by interpolating
the point at which A2 = 0 for the samples listed in Tab. 4
of ref. [6]. Fig. 2 shows the θ temperature dependence
on the added salt concentration cs across diverse findings
documented in the literature. For comparison, results for
polyacrylic acid at various degrees of neutralisation7,8 and
other polyelectrolytes are also depicted in Fig. 2. While a
linear dependence is discernible across all instances, it’s
worth noting that these observations are confined to a
relatively narrow span of added salt concentrations.
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Fig. 2 The theta temperature is plotted against the added salt
concentration for polystyrene sulfonate, polyacrylic acid with var-
ious degrees of neutralisation, DNA, and polyvinyl sulfate (PVS).
The polymer and the type of added salt is shown in the legend.
Data are obtained from refs. [2–9]. The equations for the black
and green lines are given in the figure.

1.2 Phase maps
The phase map of fully neutralised sodium polyacrylate in
aqueous solutions with added calcium chloride is plotted
in Fig. 3(a). In the high polymer concentration region,
the critical salt concentration cs required for phase sepa-
ration is ≃ 0.33c, which is qualitatively similar to the be-
haviour observed for trivalent ions in Fig. 6b of the main
text. At low polymer concentrations, the critical cs de-
creases with increasing polymer concentration. The in-
crease in cs at low polymer concentration has been ob-
served in other studies13. However, other systems, in-
cluding carboxymethyl cellulose in the presence of CaCl2,
BaCl2 or ZnCl2 or polystyrene sulfonate with added BaCl2
display a constant value of cs at lower polymer concentra-
tions.14–17

Fig. 3(b) shows the phase boundaries of fully neutralised
sodium polyacrylate in an aqueous solution containing
0.01 M NaCl, with different added alkaline earth chlorides.
Data are extracted from ref. [11]. For the 90% neutralised
polymethacylic acid data that were discussed in section 3.1
of the main manuscript, the type of cation was found to
have a weaker effect on the position of the phase bound-
ary. Fig. 3(c) considers the influence of NaCl concentration
on the phase boundary for added CaCl2. As the NaCl con-
centration increases, a larger concentration of CaCl2 is re-
quired for precipitation, and the slope of the phase bound-
ary in the low c region decreases.

Fig. 4(a) illustrates the temperature-polymer concentra-
tion phase diagram of polystyrene sulfonate in the pres-

2 | 1–16Journal Name, [year], [vol.],



2.5

2.0

1.5

1.0

0.5

0.0

c S
 [m

M
]

2.01.51.00.50.0

 c [mM]

 1 phase

 2 phases

CaCl2
SrCl2
BaCl2

16

12

8

4

0

c S
 [m

M
]

76543210

 c [mM]

2 phases

1 phase

b

c

[NaCl]
1.5 M
0.8 M
0.1 M
0.01 M

0.001

2

4

6
8

0.01

2

4

c S
 [M

]

0.0001
2 4 6 8

0.001
2 4 6 8

0.01
2 4 6 8

0.1
 c [M]

cS = 0.33cP

2 phases

1 phase

a

Fig. 3 a: CaCl2 concentration required for phase separation of
fully neutralised polyacrylic acid in DI water as a function of
NaPA concentration c. Data are obtained from ref. [10]. The
solid line is cs = c/3, the dashed line is the best-fit power-law of
cs = 3.8× 10−5c−0.6. b: alkaline earth concentration required for
phase separation of NaPA in 0.01 M NaCl aqueous solutions. Data
are from ref. [11] c: CaCl2 concentration required for phase sepa-
ration of NaPA in different aqueous NaCl solutions, with different
concentrations shown on the legend. Lines are guides to the eye.
Data are from ref. [12].

ence of barium chloride,16 displaying similar shape (quali-
tatively) to that of PVS in the presence of monovalent salts
as discussed in section 3.1 of the main text, but the concen-
trations of added salt required for precipitation are much
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Fig. 4 a: Phase separation temperature of sodium polystyrene
sulfonate with N ≃ 580 in aqueous solutions with different concen-
trations of added BaCl2 (indicated on the legend), as a function of
the polymer concentration. Data are extracted from ref. [16] b:
Phase separation temperature at c = 0.0027 M, corresponding to
the maxima in part a (squares), as a function of added BaCl2 con-
centration (red squares). Circle represents the maximum in T − c
diagram for NaPSS with N ≃ 500, DS = 0.94 from ref [18]. Blue
line is the best fit for all data points, and dashed back line is the
best fit excluding the highest cs datum.

lower. The phase separation temperature at c = 2.7 mM
is plotted as a function of added BaCl2 concentration in
Fig. 4(b). As this concentration corresponds approximately
to the maxima for the various curves, these values serve
as a coarse estimate for the θ temperature of the system.*

For comparison, we also add a datum extracted from ref.
[18] for NaPSS with Mw ≃ 110 kg/mol. The phase diagram
for this sample has a maximum at c ≃ 0.005 M. The result
by Kanai and Muthukumar agrees well with the data of
Prabhu. Note that a linear fit to the data gives θ ≃ 30−40
◦C in DI water, which is clearly incorrect, as the theta tem-

* Lacking molar mass dependent data to extrapolate to the N → ∞ limit, we neglect
the correction for the finite molar mass of the system.
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perature is far below room temperature for salt-free condi-
tions. The Tp vs. cs curve is therefore expected to deviate
from the linear trend and sharply bend downwards at low
added salt concentrations.

2 Shear rate dependency of viscosity in dilute solu-
tions

Yanaki and Yamaguchi19 measured the intrinsic viscosity of
sodium hyaluronate as a function of shear rate for different
molar masses. In agreement with Fixman’s theory,20 they
found that for a fixed value of the reduced shear rate Kη ,
more pronounced reduction in [η ](γ̇)/[η ] occurred with in-
creasing molar masses. Within this context, Fixman’s the-
ory enables the extraction of the viscosity expansion factor
αη from the shear rate-dependent behavior of [η ]. In Fig. 5,
we compare the values of αη estimated from Eq. 39 of the
main text with the more reliable estimates obtained in sec-
tion 3.11. This analysis reveals that Fixman’s theory tends
to overestimate the excluded volume parameter.
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Fig. 5 Expansion factor for the intrinsic viscosity αη =

([η ]/[η ]0)
1/3, where [η ]0 is the intrinsic viscosity of the chain with-

out involving excluded volume as a function of molar mass for
NaHy in 0.2 M NaCl solution. Black line is calculated from the ex-
panded worm-like chain model, using the parameters reported in ref
[21]. Red squares are values estimated by Yanaki and Yamaguchi19

through fitting Fixman’s model to the shear rate-dependent behav-
ior of intrinsic viscosity.

3 The temperature and molar mass effects on the
maximum reduced viscosity

The reduced viscosity ηred is a dimensionless quantity that
is calculated by dividing the viscosity of a solution by the
viscosity of the solvent. Reduced viscosity provides a way
to remove the inherent differences in viscosity between sol-

vents, while focusing on the impact of solute molecules
or polymers on the flow properties of the solution.As dis-
cussed in the main text, for polyelectrolyte solutions, it is
well-known that the dependence of ηred on the polymer
concentration exhibits a maximum at cmax in the dilute or
semidilute regimes. Here we examine the temperature and
molar mass dependence of cmax.

3.1 Dependence of cmax on temperature
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Fig. 6 Concentration at which reduced viscosity has a local maxi-
mum as a function of molar mass for Cohen et al’s samples. Data
are from [22] for T = 298 K and [23] for other temperatures. Pan-
els a and b plot the same data but in linear and logarithmic axis
respectively. The lines are power-laws of 0 for T = 298 K and 1 for
all other temperatures. For 298 K the best-fit exponent is ≃ 0.1,
for all other temperatures, the best fit exponent is 1 within error.

Cohen et al found that the reduced viscosity of dilute
NaPSS solutions in low added salt aqueous solutions is
strongly dependent on temperature.23 A variation of 20 K
could induce changes in the reduced viscosity of an order of
magnitude at low polymer concentrations. Such behaviour
was found to strongly contradict their interpretation of the
viscosity peak using mode coupling theory22 presented in
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their earlier study. Fig. 6(a) plots the variation of the con-
centration at the maximum ηred (cmax) against the molar
mass at different temperatures, combining the data from
refs. [22] (for 298 K) and [23] (for other temperatures).
The findings suggest that the location of the maximum ηred

is N−independent only at around T ≃ 298 K, representing a
molar mass-independent maximum. A similar plot, exclud-
ing the data at 298 K was presented in Fig. 4 of ref. [23],
where it was noted that ‘At 300 K, the dependence of Cp,max

[cmax in our notation] on the molecular weight is so small
that it is within the accuracy of our measurements, which is
consistent with our previous report’. Re-plotting their data
in double logarithmic axis (Fig. 6b) however revealed a dif-
ferent trend with temperature and molar mass. In this rep-
resentation, no gradual transition in the slope is observed
and instead a transition occurs from cmax ∝ N to cmax ∝ N0,
where the critical N for the transition decreases with in-
creasing temperature.

A separate report by Yang et al.24 showed that the re-
duced viscosities of dilute solutions NaPSS (N ≃ 350) in
low added salt aqueous solution display only a weak de-
pendence on temperature for T = 303− 318 K, in the c ≃
0.01− 0.001 M concentration range. Their data do not al-
low for a clear evaluation of the dependence of cmax on
temperature. A study by Essafi et al.25 for NaPSS with high
degree of sulfonation also reveals a very weak dependence
of ηred on temperature. Both reports therefore suggest that
at high concentrations, the temperature dependence of the
reduced viscosity becomes weak, which is not observed in
figure 1 of Cohen et al.’s study.23

3.2 Dependence of cmax on molar mass
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Fig. 7 Dependence of cmax on NaPSS degree of polymerisation for
samples in DI water. The line corresponds to a power-law with an
exponent of 1. Data are from refs. [22,26–34].

To further test the possible influence of the degree of
polymerisation on cmax, we collect literature data mea-
sured at T = 298 K in Fig. 7. The scatter in the data is
too strong to draw any solid conclusions. If the data of
Batzill et al. are ignored, a general increase of cmax with
N may be observed for N ≳ 2000, which is consistent with
the trends observed for Cohen et al.’s data in Fig. 6(b). In
any case, it is clear that further experimental work on the
temperature dependence of the dilute solution viscosities
of NaPSS is needed to resolve the issues raised here. We
note that the mode coupling theory of Borsali et al.35 pre-
dicts cmax ∝ N−1, which is not borne out by the data.

4 Scaling of intrinsic viscosity with charge density
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Fig. 8 a: The intrinsic viscosity of PVA co-polymer as a function
of the fraction of charged groups, normalised by [η] for the neutral
polymer. Data are from ref. [36]. The lines are power-law fits to
the high δ region. b: The critical charge fraction fc, obtained from
the intercept of power-law fits in Fig. 8a with [η ]/[η0] = 1, as a
function of the degree of polymerisation N. The solid line is the
best fit power-law and dashed line is the scaling prediction for the
theta solvent case (exponent of −3/4).

Journal Name, [year], [vol.],1–16 | 5



The intrinsic viscosity of polyvinyl alcohol (PVA) co-
polymer with varying fraction of ionic groups, normalised
to the value of the non-ionic polymer is plotted in Fig. 8(a)
as a function of the charged group fraction (δ). Polymers
with different degree of polymerisation are considered, all
of which show the same scaling of [η ]/[η0] ∝ δ 0.8 in the
high δ region. This exponent is ≃ 30% smaller than the
value found in the main paper for polyacrylic acid with
different degrees of neutralisation. The scaling theory ex-
pects a stronger exponent of 1.41, as discussed in the main
manuscript.

The power-laws in the high δ region of figure 8a inter-
cept with [η ]/[η0] = 1 at a critical charge fraction δc, which
corresponds to the point at which electrostatics start to per-
turb the conformation of the polymer chains. The param-
eter δc is plotted as a function of degree of polymerisation
in Fig. 8(b), where a weak power-law of δc ∝ N−0.2 is ob-
served. This contrasts with the much stronger exponent
of δc ∝ N−3/4 expected by the scaling model for polyelec-
trolytes in θ solvent for the backbone, as shown by the
dashed black line where the pre-factor has chosen to match
the value of δc for the lowest N sample.

5 Concentration dependence of shear viscosity in
dilute polyelectrolyte solutions

The shear viscosity in dilute polymer solutions is often fit-
ted to the Huggins equation:37

ηsp

c
= [η ]+ kH[η ]2c, (1)

where kH is the Huggins coefficient, ηsp the specific viscos-
ity, [η ] the intrinsic viscosity and c the polymer concentra-
tion.

As discussed in the main text, equation 1 applies to poly-
electrolytes in low ionic strength media only at extreme
dilution. It is not clear, given the available data, whether
the validity of the Huggins equation in solvents without
added salt sets in only when the concentration of free coun-
terions is smaller than those of added or residual salt (i.e.
f c≲ 2cs). Some studies, for example by Yamanaka et al.’s38

suggest that the Huggins equation can hold for f c ≳ 2cs in
some cases.

Another popular method to fit the viscosity of dilute neu-
tral polymer solutions is the Kraemer’s equation:39

ln(ηrel)

c
= [η ]+ kK([η ])2c, (2)

where kK is the Kraemer’s constant.

In the [η ]c ≪ 1 limit, Eqs. 1 and 2 are equivalent, with

kH = kK +1/2

Gosteva et al.40 pointed out that the Kraemer plot ( ln(ηrel)
c

versus c) yields linear behaviour over a wider range of the
overlap parameter c[η ] than the Huggins plot (ηred versus
c). This feature was noted to be particularly important for
hydrophobic polymers, where significant deviations from
linearity in the Huggins plot were observed for [η ]c ≳ 0.2–
0.3. Fitting the Huggins equation for larger values of the
overlap parameter yielded artificially low values for the in-
trinsic viscosity and artificially high values for the Huggins
coefficient. If the Kraemer equation was first used to esti-
mate [η] and the Huggins equation was then applied with
the value of the intrinsic viscosity determined by the Krae-
mer method, more accurate values of kH were obtained.
Note that these difficulties should disappear if measure-
ments extend to sufficiently low c[η ], but this can be diffi-
cult to achieve experimentally, depending on the accuracy
of the viscometer.

In the following, we examine the dependence of kH and
kK on the charge fraction, degree of polymerisation, added
salt concentration, and hydrophobicity for different poly-
electrolyte systems. All the results discussed correspond
to data obtained by dilute solutions with solvents of con-
stant ionic strength. This differs from the isoionic dilu-
tion method, where the ionic strength of the solution (and
not of the solvent) is kept constant. Such procedures yield
much higher values of kH, see for example refs. [41–44].

5.1 Influence of the charge fraction

Fig. 9 plots the dependence of the Huggins coefficient
on the fraction of charged monomers for aminoacetalized
polyvinyl alcohol (PVA) in 0.1 M K2SO4. The data are from
Matsumoto and Eguchi.36 The aminoacetalized PVA con-
tains amine groups which are protonated by sulfuric acid.
In ref. [36], the charge fraction was calculated assuming
that one sulfuric acid molecule could protonate two amine
groups. Given the weak dissociation constant of the second
H+ of sulfuric acid, here we assume each H2SO4 molecule
protonates one amine group and calculate δ accordingly.

The Huggins constant is seen to decrease from a value of
≃ 0.6 at low charge fractions to kH ≃ 0.3 at high charge
fractions, as indicated by the dashed lines. The high-δ
value falls below the kH ≃ 0.46 value found for polymers
in good solvent in a recent study.45 In salt-free solutions,
the opposite trend is observed: uncharged polymers dis-
play kH ≃ 0.3−0.8 while polyelectrolytes display extremely
high values of kH ≃ 10, as discussed below.
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5.2 Influence of molar mass
Fig. 10 plots the Huggins coefficient kH of fully sulfonated
NaPSS as a function of degree of polymerisation N. For
cs = 0.5 M the data (red squares) from Hirose et al.3 display
a decrease in kH with increasing molar mass until reaching
a plateau at kH ≃ 0.34. The concentration range used to
evaluate [η] is not stated in ref. [3], however, given the
excellent agreement in the values of [η] (the intercept of
the Huggins plot) between Hirose et a’s data and results
from other groups, as shown in the main text and in ref.
[46], we conclude that measurements were carried out at
sufficiently low values of c[η ]. The data of Abe et al.47

(red stars) for polystyrene in toluene at T = 15 ◦C (a good
solvent) show a very similar trend. For cs = 4.17 M, two
data sets are considered: the results of Hirose et al., mea-
sured at T = 17.5 ◦C, corresponding to the theta point3 and
the results (blue circles) by Pavlov and co-workers,40,48,49

measured at T = 25 ◦C, just above the theta point.
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Fig. 10 Huggins coefficient as a function of degree of polymerisa-
tion for fully sulfonated NaPSS in excess added salt (full squares
and circles), conditions are indicated on the legend. Data are from
refs. [3,40] and references therein. Hollow stars are for polystyrene
in toluene at T = 15 ◦C (good solvent) and cyclohexane at T = 34.5
◦C (theta solvent) The dashed lines represent the values found
for neutral polymers in good solvent (kH = 0.46) and in θ solvent
(kH = 0.96), found in [45]. Solid line is high N value of kH = 0.34.

Pavlov and co-workers’ data are more scattered, but
broadly agree with Hirose et al’s results. For compari-
son, the Huggins coefficient over the same range of N for
polystyrene in cyclohexane at the theta point are included
as blue stars. Here, PSS and PS, despite the identical sol-
vent quality, as well as a similar persistence length, show
very different values of kH , particularly at low N values.
The PSS data never reach a constant value, but appear to
approach the neutral polymer limit toward the high N end
of the dataset. The reason for the large differences in kH

between these two systems are not clear to us. The results
highlight the difficulties in assigning a correlation between
the solvent quality in a polymer-solvent system and the val-
ues of kH . Such correlation, if it exists, probably holds only
in the very high N limit. Note that for N ≲ 100, where the
conformation of the PS chain is identical in toluene and in
cyclohexane, the kH values do not converge. The values of
the Huggins constant for PS good solvent (kH ≃ 0.34) and
in theta solvent (kH ≃ 0.57) are lower than those found in
a recent survey by Dobrynin et al.45

5.3 Influence of added salt
Fig. 11(a)–(b) plot the intrinsic viscosity [η] and Huggins
coefficient kH of sodium polyacrylate in NaCl and NaBr so-
lutions as a function of the added salt concentration cs.
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Fig. 11 Intrinsic viscosity (a) and Huggins coefficient (b) of sodium
polyacrylate as a function of the added salt concentration cs. Data
are from refs. [50,51].

The data were reported in refs. [50,51]. The intrinsic vis-
cosity follows a power law dependence with an exponent
of −0.47, which is not far from the scaling prediction of
−0.6, until cs ≃ 2 M. At higher cs, [η] increases with in-
creasing cs, corresponding to an increase in the hydrody-
namic volume of the chains, the origin of which remains
unclear. For the relatively weak increases observed here,
the trend beyond cS > 2 M may be non-electrostatic in ori-
gin and instead be the result of improved solvent quality for
the backbone. The Huggins coefficient for these samples,
plotted in Fig. 11(b) shows a non-monotonic dependence
on cs. In the low cs regime, kH increases with increasing
cs. This is consistent with reports for other systems, as dis-
cussed below, and might stem from a reduction in the sys-
tem’s excluded volume. For neutral polymers, lower values
of kH are noticeable in good solvents compared to theta sol-
vents. However, when higher concentrations of added salt
are introduced, the trends of kH reverse, initially decreas-
ing, and then displaying a modest rise with cs for values of
cs beyond 0.4 M. Notably, this non-monotonic relationship
does not exhibit any evident correlation with the trends ob-

served in the hydrodynamic size as discussed in Fig. 11(a).
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Fig. 12 Influence of added salt on the Huggins coefficient of various
polyelectrolytes. The lower panel provides a closer view of the low
kH region. Data are from refs. [52–56].

Fig. 12 shows the influence of the added salt (type and
concentration) on the Huggins coefficient of several poly-
electrolyte systems, including data at very low cs. A large
upturn is observed at low cs for the data of Nishida et al.
for polyvinyl sulfate55 and Fujita for carboxymethyl cel-
lulose.54 The data of Zhang et al.52,53 for sodium alginate,
which do not extend to such low added salt concentrations,
show an increase in kH with increasing cs.

5.4 Influence of hydrophobicity
The influence of hydrophobic co-monomers on the Huggins
coefficient of a sodium polyacrylate sample is considered in
Fig. 13. Gosteva et al.40 suggested that the Huggins plot
may underestimate the value of [η] and overestimate kH if
experiments were not carried out for sufficiently low val-
ues of the overlap parameter [η ]c. This was found to be
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particularly important for hydrophobic polymers. A pro-
cedure was proposed where the Kraemer method was first
applied to obtain the intrinsic viscosity ([η ]K), and the Hug-
gins equation was next fitted using [η ] = [η ]K while keeping
kH as the only free parameter. We re-analysed the data of
Zhou et al.51 for cs = 0.32 M by using this procedure, see
Tab. 1, and found that the Huggins constant differs by up
to 60% obtained by using these two different procedures.
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Fig. 13 dependence of Huggins coefficient on added salt for
NaPA and for co-polymers of sodium acrylate and a hydrophobic
co-monomer 2-(N-ethylperfluomctanesooctanesulfoamido) ethyl
methacrylate (FMA). Numbers indicate the mol percent of FMA.
Data are from ref. [51].

xH [η ]H [dL/g] [η ]K [dL/g] [η ]H/[η ]K [-] kH [-] k
′
H [-] kK [-]

0 2.74 2.75 1.00 0.52 0.50 -0.038
0.5 2.82 3.09 0.91 2.89 2.08 1.07
1 1.94 2.15 0.90 5.12 3.60 2.33
1.5 1.21 1.29 0.94 7.19 5.74 4.46
2 1.38 1.63 0.85 11.75 7.34 5.40

Table 1 Viscosity parameters of dilute solution for polyacrylic acid
in cs = 0.32 M with varying mole fractions (xH) of hydrophobic
co-monomers. [η ]H and [η ]K are the intrinsic viscosity obtained
by using the Huggins and Kraemer’s method respectively. kH is
the Huggins coefficient obtained by fitting Eq. 1 with [η ] as a free
parameter and k′H when [η ] is fixed at the value obtained by the
Kraemer plot. Values were obtained using data from ref. [51].

In the low cs region, addition of the hydrophobic co-
monomer 2-(N-ethylperfluomctanesooctanesulfoamido)
ethyl methacrylate leads to a modest increase in kH from
0.36 to 0.56. This is similar to the increases observed for
neutral polymers when the solvent quality is lowered. At
high added salt concentrations, kH increases by more than
an order of magnitude and takes values of kH ≃ 10. In the
high salt region, the intrinsic viscosity by contrast shows
a weaker decrease by a factor of ≃ ×2, corresponding to

a decrease in the molecular dimensions by ≃ 30%. This
behaviour is likely related to the transition from expanded
chains to compact micelle geometries as predicted by
Dobrynin and Rubinstein for hydrophobically modified
polyelectrolytes.57 Similar trends were observed for
polysoaps, see refs. [58,59].

5.5 Wolf equation
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Fig. 14 Plots based on Eq. 3 using experimentally determined
parameters60 for different molar masses of NaPSS in DI water.
Data are from ref. [60].

Wolf61 used the following equation to fit the viscosity
data of salt-free polyelectrolytes:

ln(η/ηs) =
c[η ]+λ (c[η ])2

1+βc[η ]+ γ(c[η ])2 , (3)

where ηs is the solvent viscosity, [η ] is the intrinsic viscos-
ity, β , γ and λ are fit parameters which depend on the
molar mass of the polymer and the added salt concentra-
tion. The quadratic term in the denominator is generally
not needed to fit experimental data if only dilute concen-
trations are considered. The reduced viscosity of NaPSS
calculated from Eq. 3 and the fit parameters obtained in
ref. [60] for NaPSS with different molecular weights are
plotted as a function of the overlap parameter in Fig. 14.
The plots do not show a peak in ηred vs. c curves. We
therefore conclude that Eq. 3 does not describe the con-
centration dependence of ηred over the entire concentration
regime and is likely to overestimate the values of [η], as is
the case with Fuoss’ method, described in the main text.
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6 Molar mass and cs scaling of kD

Dynamic light scattering from polymer solutions can be
used to measure an apparent diffusion coefficient D(c) for
dilute polymer solutions. Extrapolation to c −→ 0 yields the
translational diffusion coefficient D. In the dilute limit, the
apparent diffusion coefficient varies linearly with the poly-
mer concentration.

D(c)≃ D(1+ kDc), (4)

where D is the single-chain translational diffusion coeffi-
cient of the chains in the infinite dilution limit and kD is
known as the diffusion virial coefficient or the diffusion in-
teraction parameter.62

A related constant is ks, which describes the concentra-
tion dependence of the friction factor ( fr) of the macro-
molecules:

fr = fr,0(1+ ksc),

where fr,0 is the friction factor at infinite dilution.
The constant kD is related to ks and the second virial co-

efficient as:76

kD + kS = 2A2M−ν ,

where ν is the partial specific molar volume. Several au-
thors have evaluated the above relationship, have found it
to hold within the margins of experimental error.77

In the high M limit, kD ≃ 2A2M − kS. The theories of
Pyun and Fixman78 and Yamakawa79 expect ks ∝ A0[η ],
where A0 ≃ 1.4− 1.6, depending on several assumptions,
see ref. [76] for details. Noting that in the high M limit
A2M ≃ 1.2[η ] (see Fig. 29(a) in the main manuscript), the
ratio kD/(A2M) is expected to take a value close to unity in
the good solvent limit. Near the theta point, Yamakawa’s
theory expects kD ≃ −0.2[η ] for Gaussian chains in the
high-M limit.76

The dependencies of kD on degree of polymerisation
and added salt concentration for various polyelectrolyte
systems are plotted on Figs. 15(a)–(b) using data from
refs. [63–75]. Broadly, a dependence of kD ∼ N0.78/cs was
observed, although departures from this scaling for several
systems were clear. The ratio of kD to the product of the
second virial coefficient and the molar mass of several poly-
electrolytes is shown to be approximately independent of
degree of polymersiation in Fig. 15(c) for NaPSS, NAPA.
Data for NAPSMS on the other hand showed an increase
of this ratio with N. The added salt concentration de-
pendence of kD/(A2Mw) is considered in Fig. 15(d), which
shows a modest dependence of kD/(A2Mw) on cs. The re-
sults in Fig. 15(c)–(d) suggest that kD is approximately pro-
portional to the overlap concentration of polyelectrolyte
chains in the presence of excess added salt. The theories

a

b

c

d

Fig. 15 Diffusion second virial coefficient as a function of (a) poly-
mer degree of polymerisation and (b) added salt. Lines are power-
laws with the exponent indicated on the panel. Ratio kD/(A2Mw)

as a function of (c) polymer degree of polymerisation and (c) added
salt concentration. Lines in plot (d) are average values for Yashiro
et al.’s NaPSS data and Schweins et al.’s NaPA data. Data are
from refs. [63–75].
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proposed by Pyun and Fixman, as well as Yamakawa, an-
ticipate this proportional relationship, which is consistent
with experimental observations for neutral polymers in a
good solvent. However, in certain systems, the observed
values of kD/(A2Mw)≃ 0.1 are considerably lower than an-
ticipated. It remains unclear whether this discrepancy is
attributable to shortcomings in the theoretical frameworks
or potential errors in the experimental data.
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Fig. 16 Ratio between −kD and the intrinsic viscosity of NaPA at
the theta point (1.5 M NaBr). The intrinsic viscosity is estimated
from RH data and Eq. 55 in the main manuscript with Uη f = 0.12.
Data are from ref. [63].

Yamakawa’s prediction of kD ≃ −0.2[η ] ideal chains is
tested in Fig. 16. As there are no published data for the
intrinsic viscosity and diffusion virial coefficient for any
polyelectrolyte, we use Schweins and Huber’s63 results for
NaPA in 1.5 M NaBr and estimate the intrinsic viscosity of
their polymers from Eq. 55 of the main text using the re-
ported values of RH. The ratio −kD/[η ] is plotted as a func-
tion of molar mass, and no obvious trend is observed. The
average value for the highest five molar masses is ≃ 0.5.
Running the same analysis for poly(methyl methacylate)
(PMMA), poly(isobutylene) (PIB) and polystyrene (PS) in
theta solvent gives values of 0.7−0.9 for PMMA, 0.5 for PS
and 0.8 for PIB.

7 Properties of polystyrene in dilute solutions

Figs. 17 plots the radius of gyration of polystyrene in good
solvent (Toluene at T = 288− 298 K) and in theta solvent
(Cyclohexane at T = 307.65 K). The data are extracted from
various references, compiled by Fetters et al.,80 where Mw

and Rg are measued by static light scattering. For low mo-
lar masses, which were not included in Fetters et al.’s com-
pilation, we use the data of Huber et al.81, Konishi et al.82

Rg = 0.0245x0.511

Rg = 0.0120Mw0.596
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Fig. 17 Radius of gyration of polystyrene in toluene and cyclohex-
ane. Data are from ref. [80] and references therein and refs. [47,81–
83]. Lines are best-fit power-laws.
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Fig. 18 Hydrodynamic radius of polystyrene in toluene and cy-
clohexane. Data are from ref. [80] and references therein and
refs. [47,81,83–86]. Lines are best-fit power-laws.

and Abe et al.47 Measuring the radius of gyration of short
polymer chains with SLS is challenging due to the weak an-
gular dependence of the scattered radiation over the acces-
sible q range. Huber et al. determined the weight-averaged
molar mass with static light scattering and the radius of
gyration by using small angle neutron scattering (SANS).
Abe et al. used small angle x-ray scattering (SAXS) to de-
termine the radius of gyration of short polystyrene chains
in Toluene (T = 288K) or cyclohexane at the theta point.
Note that Abe et al. reported two values for the radius of
gyration: 1) the true radius of gyration (Rg), obtained from
the slope of the Berry plot and 2) the radius of gyration cor-
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rected to suppress the influence of the finite lateral dimen-
sions of the chain. We plot the former value in Fig. 17. De-
tails of the experimental methods for determining the mo-
lar mass and radius of gyration of short polystyrene chains
using SAXS are discussed in detail in ref. [82].

A similar plot for the hydrodynamic radius as a function
of molar mass is shown in Fig. 18. Data follow the com-
pilation of Fetters et al.80 and also references [47,81,83–
86]. Power-law exponents for ideal and expanded chains
are also observed.

The second virial coefficient of polystyrene in toluene
is plotted in Fig. 19 as a function of molar mass. As be-
fore, we use the values collected by Fetters et al. from
various studies and combine them with the data from Ya-
makawa and co-workers and Huber et al.47,81,87 A best-fit
power-law for Mw > 10000, corresponding to chains larger
than the thermal blob size yields an exponent of −0.258,
slightly larger than the scaling prediction in the high ex-
cluded volume limit (A2 ∼ R3/M ∼ M−0.23). For cyclohex-
ane, the second virial coefficient is essentially zero at high
molar masses and takes a positive value for short chains,
see [88](these results are not plotted here). The devia-
tion to higher values observed at lower molar masses was
assigned by Yamakawa and co-workers to the influence of
chain ends.
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Fig. 19 Second virial coefficient of polystyrene in toluene. Data
are from ref. [80] and references therein and refs. [47,81,87]. Line
is best-fit power-law excluding low Mw data.

The intrinsic viscosity of polystyrene in toluene and cy-
clohexane as a function of molar mass are compared in
Fig. 20. Most of the data are collected by Fetters et al.
[80] and we also include results from refs. [47,89] which
extend the molar mass range. The datasets from the differ-
ent studies agree well.
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Fig. 20 Intrinsic viscosity of polystyrene in toluene (red symbols)
and cyclohexane (blue symbols). Data are from ref. [80] and ref-
erences therein and refs. [47,89]. Lines are power-law fits with
exponent fixed to theoretical values for good and θ solvent values.

8 Universal ratios for polystyrene solutions

8.1 The ρ ratio
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Fig. 21 Ratio of radius of gyration to hydrodynamic radius of
polystyrene in toluene (red symbols) and cyclohexane (blue sym-
bols). Data are from [47,80,81,89].

The ratio of the radius of gyration and hydrodynamic ra-
dius ρ = Rg/RH for polystyrene in toluene and cyclohexane
is plotted as a function of the molar mass in Fig. 21, us-
ing the same data as in Fig. 17 and 18 for which values of
Rg and RH are available for the same sample. Given the
limited number of points available, it is not possible to re-
liably estimate the high M plateau. Therefore, in Figs. 22
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and 23, we compute the values of Rg and RH normalised
by their Mw scaling in the long polymer limit (M1/2

w in theta
solvent and M0.59

w in good solvent). The parameter ρ can
be estimated from the average values of the high-Mw limit
(Mw > 25 kg/mol for cyclohexane and Mw > 40 kg/mol for
toluene), indicated by the black lines in figures 22 and
23. The resulting values are listed in table 4 of the main
manuscript.
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Fig. 24 Flory viscosity factor for polystyrene in good solvent (top)
and theta solvent (bottom). Open circles are calculated from the
measured Rg and [η ] data-points. Closed symbols use interpo-
lated values of [η], based on Fig. 20. Data are from ref. [80]
and references therein and refs. [47,89]. The high M values are
UηS = 4.8±0.1 in toluene and UηS = 6.1±0.1 in cyclohexane. The
confidence intervals are standard errors.

8.2 The Flory-Fox viscosity ratio
The Fox-Flory viscosity ratio of polystyrene in toluene and
in cyclohexane is plotted as a function of molar mass in
Fig. 24. Hollow white symbols are data for which Rg and
[η] are measured directly. Closed grey symbols use an in-
terpolated value of [η], based on the power-law fit to the
data in Fig. 20. Both methods yield consistent results.

The high molar mass value of Φ for polystyrene in
toluene is found to be UηS = 4.8± 0.1 for datasets where
Rg and [η ] values directly (hollow circles in figure 24). For
values where only Rg data are available and [η ] is inter-
polated from a power-law fit (grey circles in figure 24), a
lower value of 3.89 ± 0.08. For cyclohexane, both datasets
agree: 6.1 ± 0.1 for the hollow circles and 6.1 ± 0.2 for
the gray circles.

9 Influence of added salt on the ρ-ratio
Fig. 25 depicts the influence of added salt concentration
on the ρ ratio of NaPSS. The results of Norisuye and co-
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workers3,65,69 represent averages across all measured mo-
lar masses, while the remaining data pertains to individ-
ual molar masses. The datasets of Raziel and Eisenberg,
and Nordmeier show a monotonic decrease of ρ with cS.
These results are in line with the two points from Norisuye
and co-workers’s data and the trends observed for other
systems63,90 (see below). The exception are Borochov
and Eisenberg’s data, which show a non-monotonic depen-
dence with cS. This unusual behaviour may simply be the
result of experimental error.
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Fig. 25 Ratio of radius of gyration to hydrodynamic radius of
polystyrene sulfonate in aqueous salt solutions. Data are from
refs. [3,4,65,69,91,92].

The ratio ρ for the NaPA sample considered in figure
21 of the main text is plotted as a function of the added
salt concentration in Fig. 26. The value decreases from
≃ 2.1 for the lowest cs reported, to ≃ 1.45 at the theta salt
point. These values exceed those observed for PS in good
and theta solvents, likely, in part due to the modest poly-
dispersity of the NaPA sample. The measured value of Rg

through light scattering represents a z-average, and it is
more significantly influenced compared to RH measured by
DLS, which corresponds to an inverse z-average. Data by
Beer et al for quaternised vinylpyridinium) are included for
comparison and show a similar trend.
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