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Supplementary Material

1 Model derivation

Let us consider a simple system model made by a monolayer of epithelial cells immersed in a large bath.
The wounded epithelial layer is considered as biphasic mixture: a diffuse interface separates the wound,
i.e a liquid phase with volume fraction ¢; = ¢;(x,t), from the healthy surrounding epithelial tissue, i.e.
a cellular phase describing with volume fraction ¢. = ¢.(x,t) = 1 — ¢;.

We assume that the mixture is saturated, i.e. ¢.+¢; = 1 and that the two phases have approximately

the same density as water . Thus, we enforce the mass balance equation for each phase as:
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where u; and I'; represent the convective velocity and the source term of the i-th phase, respectively. We
define the mixture velocity as the volume-averaged velocity, i.e. u = ¢.u.+ ¢;u;, and the relative velocity
between the phases as w = u; — u.. The incompressibility condition imposes V - u = 0. By combining
the latter relations with the saturation constraint, the following expression for the single phase velocities

as function of u and w is trivially obtained:

w=u+w(l-—dp), (S.2a)

U, =u— @w. (S.2b)

Then, substituting Equation (S.2) into Equation (S.1) and exploiting the incompressibility constrain, we



write the mass balances for the cellular phase:

O¢c _ L.
7§*u'v¢c*f7*v'(¢l¢cw)a (83)
and for the liquid phase:
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where in the last equation we prescribe that the mixture is not growing, i.e. I'j = —I'.. We then introduce

a phase-field variable ¢ = ¢; — ¢., defined as the difference between the liquid phase and the cellular
phase, such that ¢ = {1} in the wound area and ¢ = {—1} on the healthy tissue. By summing Equation

(S.4) and Equation (S.3) we obtain the following mass balance for ¢:

% L u-Vé= o -2V - (diew) (S.5)

where I' = T'./v. Here we observe that the left-hand-side of Equation (S.5) correspond to a material

derivative, that we denote from now on with the following notation:

‘_8¢ .
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Considering the tissue as a highly viscous mixture that is not subjected to bulk forces, we adopt
a diffuse interface approach to find a thermodinamically consistent expression for the mass and energy

fluxes. First, we introduce the following Landau free energy for the binary mixture:

F(0.90) = [ f(0.vo)a0= [ (Zu(o)+ 59 )an, (56)

where {2 represents the whole domain containing the wound and the surrounding healthy tissue. We
observe that the energy density in the integral contained in Equation (S.6) accounts for both the local
interaction among cells within the single phase, through glll(qb), and a short-range nonlocal interaction
expressed by the gradient dependence [1, 2]. In physical terms, the parameter 8 plays the role of a
surface tension at the wound edge, while € is proportional to the thickness of the interface separating
the two pure phases. We further impose a double-well form for the cell-cell interaction potential by

setting ¥ (¢) = i(l — ¢%)2, so that its minima correspond to the pure phases. This choice is a widely



employed approximation of the logarithmic dependence for the mixture entropy, that enables significant
simplifications in the numerical discretization.

In the following, we are going to derive an explicit expression for the material derivative of the energy
in Equation (S.6) with respect to the time. Exploiting the Reynolds theorem and the divergence theorem,

we get:

dF [ (0f+ Of =
1 (i s )

that combined with Equation (S.6) gives:

dF . .
== /Q (glll'(gb)gzﬁ +eBVG -V + (f\ll(gﬁ) + B;vgm?)(v ) d. (S.8)
f
Proceeding as in [3], we employ the following identities:
Vu: (VoaVe)=V-[(VoaVe) -u] —u- [V (Voo V)], (S.9a)
SV(VOP) = V- (V6 Vo)~ AsVo, (5.9b)
P . .
2096 =5V0— (Vo wVo= Vo~ (Voo V) m (S.9¢)
Vo-Vé=V-($V) — oV - (Vé) - (Vé® Vg) : Vu, (S.9d)
from which we obtain:
. 8¢ . 1 9
Vo -V=V- (mw) A+t u- [2V|V¢| +A¢V¢] (S.10)

By substituting Equation (S.10) into Equation (S.8) we get:

dF_ (B, o9
i = [ {7 (2w -seso) + v (Vo + fu) (s.11)

+u- [v <B2€|v¢|2 - f) +56A¢v¢]} ds.

We now have to impose thermodynamic consistency of the phase-field model [4, 5].

The second law of thermodynamics in the isothermal condition imposes the following inequality to



hold

g + Je -ndy — / cel'e dQ) <0, (S.12)
dt 0 Q

where J is the energy flux, n is the outward unit normal of 9 and c.I'. is an energy source term.

Substituting (S.11) into (S.12) and applying the Reynolds transport theorem and the divergence theorem,
we get the following local form of (S.12)

é (f\y’(@ - 66A¢> +V- (eﬁz‘fvw fu) +u- {v (ﬁ;WI2 - f) + BGAW@

V- e eFe
VT (S.13)
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where we enforce the incompressibility and the mass balance constraints (from Eq. (S.5)) by using the

Lagrangian multipliers A, and A,, respectively. After trivial manipulations, (S.13) can be written as
(B,
6 (W) - eBro— A,
9¢
+V. je—)\pu—l—eﬁaV(b—i—fu —cl'e =2\, (S.14)
— 22,V - (¢1ocw) +u- {V ()\p + %\V(ZSP - f) + BGAQSVQS} <0.
Upon defining introducing the following notation

B

€
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where the new variable u behaves as a chemical potential, (S.14) drives to the constitutive assumptions

Je =Apu — eﬁ%V(b — fu, (S.15a)
Ce =My = 11, (S.15b)
T, =— 9T (S.15¢)



We then introduce a pressure-like function p such that

Mt K90 1 = fr6 - Dwie), (5.16)

where the term f; represents the force per unit length exerted by the cellular lamellipodia in the crawling
mechanism. Thus, by substituting (S.16) into (S.14) and exploiting the constitutive assumptions in (S.15),

we have the following dissipation function
Djos i= ~2uV - ($162w) + u- |Vp — 5V — [ V6]. (8.17)
For our purposes we now introduce the Rayleighian functional R defined as
R =W + Digs, (S.18)

where we assume the following explicit form for work done by the dissipative forces acting on the system
per unit of time

1 1
W = v D) + Snllal* + 67 ¢z 17l 1wlP, (5.19)

where D(u) denotes the symmetric part of the velocity tensor gradient, v represents the viscosity of
the mixture due to the presence of homophilic interaction among cells within the tissue generating a
non-negligible drag [6, 7], n the friction coefficient of the mixture over the substrate, and M the mobility
coefficient of the two phases. We assumed the friction between the epithelial monolayer and the substrate
as a fluid-solid interaction, having the same physical characteristics of the wetting of a liquid film on a
solid surface [8].

Finally, extending the original framework proposed by Onsager [9], we propose a maximum dissipa-
tion principle to model the closure dynamics as a macroscopic collective behavior of the cells driven by
thermodynamically-consistent evolution of near-equilibrium state variables, accounting for both micro-
scopic active phenomena and dissipation mechanisms.

Thus, we enforce the maximum dissipation principle by requiring that the mixture evolves at the
stationary point of the Rayleghian with respect to the mixture and relative velocities, [10]. From the

condition R /0w = 0 we get:



Gidew = —MVp, (S.20)

stating that the relative velocity between the phases follows the gradient of the chemical potential. From

the condition éR/du = 0, we finally get:

—2vV -D(u) +nu= -Vp+uVo + fL V9, (S.21)
that is a Darcy-Brinkman equation with Korteweg forces driven by the chemical potential p and by the

crawling potential fr .

1.1 Main assumption underlying the model derivation

In this part we summarize the main hypotheses underlying the model derivation proposed above.

First and foremost is the assumption that the wounded epithelium behaves as a mixture
e which is biphasic, saturated and incompressible;
e which is not growing;
e which is highly viscous mixture that is not subjected to bulk forces;

e whose phases has approximately the same density of the water () and are separated by a diffuse

interface.
From a thermodynamics perspective, the mixture is characterized by

e a Landau free energy in the form stated in (S.6) with a double-well form for the cell-cell interaction

potential;

e a dissipation due to three main contribution: friction between the mixture and the substrate, friction

within the single pure phase and friction at the interface between the two phases.

Lastly, we assume the mixture to evolve according to the maximum dissipation principle.



2 Sharp interface asymptotics

In this Section, we perform a formal asymptotic analysis on the model (1-4) in the limit of zero thickness

interface, i.e. taking e — 0. Following [3, 11-15], we consider the following assumptions:

e for small ¢ the domain  can be divided into two distinct open subdomains Q* and Q~, referred
as bulk regions in the following. They are separated by an interface Y(e) which is considered

sufficiently far from the boundary 0€;

e there exists a family of solutions (¢, pie, Ve, pe) for the System (1-4), that are sufficiently smooth
and admit an asymptotic expansion in the parameter € in the bulk regions away from the interface

(outer expansion), and another expansion in the interfacial region close to X(e) (inner expansion);
e the zero-level sets of ¢. converge to a hypersurface X.

We now perform the outer and inner expansion for the dimensional model. For the sake of notation
compactness, in the following we denote by (N)j the outer (3 = O) and inner (8 = I) expansions of

Equation(N) at the order €.

2.1 Outer expansion

The physical fields f in the outer expansions are written as regular perturbative series f. € {u., pe, @, te },

as follows:

f=h+eh+eEh+0(1).

We then substitute the outer expansions in the governing Equations (1-4) and we proceed by separating
the contributions at the leading orders in e.

Leading Order. The leading order (S.2)51 is given by:
U'(¢o) =0, (5.22)
whose solutions correspond to the minima of the double-well potential, ¢g = +1. Hence, we identify:

Ot ={z€Q:¢o(x) = +1}, O ={xeQ:dp(x)=—-1},



as the two external subdomains representing the wound and the healthy tissue, respectively. The leading

order contributions (S.3)% is:

—2vV - D(UQ) +nug = *vpo + (,Uz() + fL)V¢0, (823)
while for (S.1), is:
0
% +ug - V(go) = —T + MA(uo). (S.24)

Since from Equation (S.2) we get Vg = 0 on QT UQ ™, the latter equations simplify as:

—2vV - D(UO) + nug = —Vpy, (825)

MA(po) =T, (S.26)

where in the bulk regions we are allowed to neglect the time derivative contribution. Finally, (S.4)OO gives:

V-up=0. (S.27)

2.2 Inner expansion and matching conditions

Parameterization of the interface and inner scaled variables. Let us now denote by ¥, the
limiting surface of the zero level sets of the variable ¢. In order to study the asymptotic behaviour across
the interface separating Q% from Q~ we introduce a curvilinear coordinate system. Hence, we define the
signed distance function r(zx) to Yo, assuming that r(z) < 0 away from the wound and r(z) > 0 within
the wound. Following the above convention, we notice that n = Vr points from the intact portion of the

domain to the wounded one. We further introduce the new coordinates:
e the rescaled distance z = ;
e the arc-length coordinate s.

Hence, in a neighborhood of the interface ¥, we have:

x(s,7;t) = R(s;t) + rn(R(s;t)), (S.28)



where R(s;t) denotes a parametrization of the interface by the arc-length s, so that for sufficiently smooth

functions f(x;t) the following mapping holds:

fxt) = f(R(s;t) + ean(R(s;t))) == F(s, 23 t).

In the following, we adopt the new notation {®, =, U, P} for the set of unknowns expressed w.r.t. the new
curvilinear coordinate system. Thus, similarly to what was done for the outer regions, here we introduce

the inner expansions:

B(t;s,2) = Bo(t;s, 2) + Py (t; 8, 2) + Po(t; 5, 2) + h.o.t,

E(t;s,2) = Bo(t; 5, 2) + €21 (t; 5, 2) + €2Ea(t; 5, 2) + h.o.t.,
U(t;s,2) = Ug(t;s, 2) + €Uy (t; s, 2) + Uy (t; 5, 2) + h.o.t.,
P(t;s,2) = Py(t;s,2) + €Py(t;5,2) + €2Py(t; 5, 2) + h.o.t.

We start the inner expansion by rescaling the corresponding differential operators in the curvilinear
coordinate system defined above.

From (S.28) we have:

dx
% = H(R(SJ)),
dx _dR(s,t) rd(n(R(s,t))) _ _
T ds + s =t—rxt=(1—rr)t =(1—ezr)t.

We use the latter relations to derive the rescaled differential operators both for a generic scalar function

F and for a generic vectorial function F = F,,n + F;t:
1%
O f = —;@F + h.o.t.,
1
V.f=-n90,F +td,F + h.ot.,
€

1 1
Ve -f=-n-0.f+t-0,f=-0.F, + 0,Fs — kF,, + h.o.t.,
€ €

1
Af _ 78zzF _ EaZF + 04 F + h.O.t.,
€ €



where V and k are the normal velocity and the curvature of the interface Xy, respectively. We notice that
—2k = Ar, thus adopting the convention that the curvature of the circle is positively defined. Moreover
we adopt the following notation: let § > 0 and for x belonging to ¥y with x —dn € Q= and x+dn € QF,

the jump of a function f across the interface is defined as:
T T -
[f]~ = (}1\1}}) ft,x+ dn) %1{‘% f(t,x — dn). (S.29)

Matching conditions. Following [3], we state the matching conditions by assuming that the zero level

set of ¢, converges to the sharp interface ¥, which implies that:
Dqy(t,s,2=0)=0. (S.30)
Furthermore, we assume that:
D (t,8,2 =400) = +1, D (t, 5,2 =—00) = —1. (S.31)

Let F(t,s,z) be the generic inner variable and f(x,t) the outer variable. In order to match the inner
solution valid in the interfacial region with the outer solution, the following matching conditions are

considered [16]:

zgrinoo Fy(t, s, z) = fi(t,x), (5.32)
ZLlrﬂrzloo 0. Fy(t,s,z) =0, (S.33)
Erf 9. Fy(t,s,2) = VfE(t,x) - n, (5.34)

where f (t,x)::éiir(l) fo(t,x £ én) for x € 3.
Leading order inner expansion. Upon replacing the inner expansions and the new expressions
for the differential operators in the System (1-4), we gather the leading order expansion of each equation

with respect to e. The leading order (S.2); " reads:
U (®g) — 0. (D) = 0. (S.35)
From (S.30), we consider ®¢ a function only of the variable z, i.e. independent from s and ¢. Thus,

10



Equation (S.35) gives:

V(D) — B =0, with  ®(0) =0, ®g(doo)=+£1, (S.36)

whose solution has the shape of an hyperbolic tangent:

z
Dy(z) =tanh | — | . S.37
o(2) = tau () (537)
The leading order (S.4); ' is
n-90,(Uy) =0 (S.38)
which integrated from —oo to +o00 with respect to z becomes:
+o00
/ n-9.(Ug)dz = [n- U]t (S.39)
— 00
and applying the matching condition (S.32) to Uy we obtain:
W]t n=uf -n—u; -n=0. (S.40)
Regarding the Cahn-Hilliard Equation, its leading order (S.l)I_2 is:
0,,E0 =0, (S.41)
which integrated with respect to dz and after applying the matching condition (S.33) becomes:
0.Zp = 0. (S.42)
Besides, integrating between —oco and +o0o w.r.t. z we have:
+oo
/ 0.Z0 dz = [Eo]* = 0, (S.43)
—00
that turns into:
[1o]™ =0, (S.44)

11



upon the application of the matching condition (S.32) to Zy. To conclude, from the leading order of the

Darcy-Brinkman Equation we have (S.3); *:
—vnd,,(Uy,0) =0, (S.45)

which, once integrated with respect to z and upon applying the matching condition (S.33), is equivalent
to (S.38) and thus leads to (S.40).
Next to leading order expansion The next to leading order of the Cahn-Hilliard Equation (S.2)?

gives:
B

z\l’l(q)o + 6@1) - ﬁazz((l)l) + Bﬁjaz(q)o). (846)

—
:0:

Expanding the first derivative of the double-well potential ¥/(®) in Taylor’s series and considering the

contribution at order O(1) only, we get:
EO = B\I/H(‘l)o)q)l - ﬁ(‘?zz((bl) + 6/{62((1)0). (847)

Multiplying the above equation by 9,®P (i.e. by ®() and integrating it with respect to z between —oo

and +oo we have:

+oo +oo
/ 0Py dz = ﬁ/_ (U (D)) @10..(P1) D) + 1 (D))?) dz. (S.48)

—0o0

Focusing on the first two integrands at the r.h.s. and integrating by parts, we have:

+o0
[ @y e - o @eh) iz =

- +o0 400 (849)
{\D’(@O)% - &ﬂ)ﬁb&} —/ 0.®1 (W'(®g) — ®p) dz.
—_——— ~— ] & — o —

(a) (b) (¢)

We notice that term (a) is null thanks to matching conditions (S.32) applied to & and hen exploiting
that ¥/(£1) = 0. Term (b) is null thanks to the matching condition (S.33), while term (c) is equal

to zero thanks to Equation (S.35). Thus, we deduce that Equation (S.49) gives no contributions and

12



consequently, Equation (S.48) can be written as:

+oo +oo
/ E0®) dz :m/ ()2 dz. (S.50)

—0o0 — 00

Focusing on the Lh.s., from the expansion to the leading order (i.e from Equation (S.42)) since 9,(Zg) = 0:

“+o0

—00

where the first equality of the chain is given by the application of the matching condition (S.32) to both
the variables, while the second equality is given by the solution of Equation (S.22). Further considerations

are needed to simplify the terms in the r.h.s. of Equation (S.50). Since ®¢(z) = tanh(z/v/2), we have:

[T @erea= [ (L)) a= [ (Lear( ) e
- /_:O ;SeCh4(\;§) dz = ? (S.52)

Thus, substituting (S.51) and (S.52) into (S.50), we obtain:

2p0 = Bn%ﬁ. (S.53)

From the first order of the Cahn-Hilliard Equation (S.1);" we have:
(—V + Un,O) 82‘130 = M((‘)ZZEl — m@zEO), (854)

where we assume I" and M to be O(1). Moreover, we notice that the last term on the r.h.s. is null thanks
to Equation (S.42).

Integrating in the interval (—oo, +00) with respect to z, Equation (S.54) becomes:

“+oo +o0
/ (=V 4 Upg) 0.Bg dz — M/ 0.5, dz. (S.55)

— 00

Upon integrating between —oco and +oo with respect to z, exploiting (S.38) and applying the matching

13



condition (S.34) to the variable =; we get:

2(=V +un0) = M[Vpo)~ - n. (S.56)

The first order of the mass balance equation (4)9 is:

n-9,(Uy) +t9,(Up) = 0, (S.57)

that is equivalent to:

8chn,l - HUn,O + asl']t,O =0. (858)

To conclude, the next to leading of the Darcy-Brinkmann Equation (8-3)1_1 projected along the normal

direction n and integrated between —oo and +o0o with respect to z gives:

+00 “+o0 +oo
—V/ (6zzUn71 — HazUn’o) dz = —/ 0,Pydz + / (EO + fL)(?Z(I)O dz. (859)

—00 —00 —00

We can prove that the Lh.s. of the above equation gives no contribution; indeed we observe that, upon
integration, it turns into:

V0. Un1 — kUno)t 52 .U 0] = 0, (S.60)

where the last equality is obtained thanks to the fact that the quantity d(U, ) is defined only on the

interface so its jump across the interface is null. Thus, Equation (S.59) becomes:

[po] ™ = 2(o + fr), (S.61)

thanks to (S.42) and to the application of the matching condition (S.32). Finally, substituting (S.53) into

Equation (S.61), we get:

ol = 3222 4 2. (562

3 Numerical discretization

Let consider a regular decomposition 7 of 25, an approximation of the two-dimensional domain €2,

formed by non-overlapping triangles ;. We then introduce V;, and @, the piece-wise finite element

14



spaces associated with 7;, defined as follows:
Vi = {x € C°(Q) : x|k, € Py(Ky) VK; € Th} € HY(Q),

Qn={x€C’(Q): xlx, e P'(K;) VK; €T} CH (),

where P}(K;) and P!(K;) are the space of bubble polynomials of order one and the space of linear
polynomials over KC;, respectively. Beside the spatial decomposition, we introduce the partition of the
time interval [0,7] in N discrete sub-intervals At = T'/N, thus defining the n-th simulation time-point
t, =nAt with n =0,..,N.

Hence, given the discrete initial condition (u?L7 p%,qﬁ%, ,u%) € Vh2 X Qn X Qp X Qp the fully discrete
dimensionless problem reads as follows:
forn=1,...,N
find (ujy, iy, &3, 17) € Vii X Qn x Qn % Qp,

such that ¥ (vi, qn, ¥, wp) € VhQ X Qn X QnxXQp :

Da (Vuy, Voy) + (uj,von) = (0, V - o) = ((u + f) Vot on) =0,
(5= n) + (up -V~ un) + (T 9) + M (Vug, Viin) = 0,

(i wn) — €(Vop, V) — L (W4 (o) ,wr) + L (U (o7 ~") ;wn) =0,

(S.63)

(V : uz;‘]h) = Oa

where (-,-) denotes the standard L? inner product over §;,. Moreover, we prescribe the concave-convex

splitting for the derivative of the Cahn-Hilliard potential:

Ti(en) = (of),  Wh(ep ) =op

in order to ensure the gradient stability of the Cahn-Hilliard equation [17-20].
To conclude, the presence of different time-scales, dictated by the nature of the Cahn-Hilliard equation
[21-23], requires particular attention to the choice of the time step. In our simulations, we set the

amplitude of the n-th time-step as At = ¢t - h2

min’

where with hpi, we denote to the smallest edge length

of the mesh cells and ty =7 - 107 is a time step re-scaling factor.
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4 Sensitivity analysis

5000 w— M = 1311071 5000
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Figure S1: Sensitivity analysis performed on varying the dimensionless parameters of the model: the
motility M (top left), the mass source T' (top right), the interface amplitude € (bottom left) and the
Darcy number Da (bottom right) for the square inset geometry. Where a clear trend is present, black
arrows indicate the increase of the parameter.
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Figure S2: Zoomed snapshots of the velocity field in the healthy tissue surrounding the wound at ¢ = 3 min
for different values of the Darcy coefficient: Da = 3.87 - 102 (left) and Da = 3.87- 1072 (right) for the
square inset geometry.
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