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Supplementary note 1: Fluorescence lifetime intensity

distribution

In the experiment a single quantum dot is excited by laser pulses with the repetition period

of Tr = 10−6s. The power of the each pulse is P [Jcm−2]. The mean number of the photons

absorbed by the QD after one pulse is:

Na =
Pσa

h̄ω
(1)

where σa is the QD absorption cross-section and h̄ω is the excitation photon energy. The

measuring system detects single photons emitted by the QD. In the experiment Na ≪ 1

so the probability of a double excitation of the QD is very low. In this case the emission

properties of the single quantum dot over time can be characterized by the instantaneous

photoluminescence quantum yield (PLQY) Y (t). It is defined as the probability that a

quantum dot will emit a photon when excited at time t. Thus, the mean number of photons

detected after the excitation pulse at time t is:

Np(t) = αY (t)Na +Nb (2)

where α is the efficiency of the optical system and Nb is the mean number of background

photons.

The instantaneous quantum yield can not be measured directly. Instead we can find the

total number of photons detected within one bin which starts at time t and has the duration

of ∆t ≫ Tr:

N =

t+∆t∫
t

nd(t
′) dt′ (3)

where the density of the detected photons nd is defined as:
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nd(t) =
N∑
i=1

δ(t− ti) (4)

and ti is the i-th photon detection time. From Eq. (2) the mean number of the detected

photons per bin can be expressed in terms of the instantaneous photoluminescence quantum

yield:

N = AY + b (5)

where Y is average PLQY value over the duration of the bin:

Y =

t+∆t∫
t

Yt(t
′) dt′ (6)

Coefficient A is:

A = αNa
∆t

Tr

(7)

and b is mean number of the background photons per bin:

b =
∆t

Tr

Nb (8)

The local fluorescence lifetime can be estimated within the same experiment by collecting

the set of the delay times of the photon detections ∆ti defined as the difference of ti and

the time of the latest pulse before it. That allows us to calculate the fluorescence lifetime -

intensity distribution (FLID) for each single QD.

The following procedure was used. We collected delay times within several bins having

the same N value so that the number of times collected was at least 250. The measured

delay times in the experiment were discretized with a step of δ. In our experiments the

discretization time was 164.6 ps. Thus the collection of the delay times has the form of a

histogram n1, n2, . . . where ni is the number of delay times within an interval from (i− 1)δ
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to iδ. Each set of delay times was fitted with the double exponential probability distribution

with a background:

Pi =
A1

τ1
exp

(
− iδ

τ1

)
+

A2

τ2
exp

(
− iδ

τ2

)
+ c (9)

which has five parameters A1, A2, τ1, τ2, and c. Only four of them are independent. The

fifth parameter (we chose A2) can be found from the normalization condition:

∑
i

Pi = 1 (10)

We used the maximum likelihood method for fitting. The logarithm of the likelihood function

(multinomial probability function) is given by the following expression:

lnL(τ1, τ2, A1, c) =
∑
i

ni lnPi(τ1, τ2, A1, c) + lnL0 (11)

where L0 does not depend on the fitting parameters. Maximizing the likelihood function,

we obtain τ1 and τ2 and set the minimum of them as the fluorescence lifetime estimator τ̂ .

The distribution of the pairs (τ̂ , N) generates a FLID plot. The FLID plots for all studied

QDs are shown in Fig. (S1). We can see that all of the FLID plots show a nearly linear

dependence.

This is evidence that the blinking is proceeding according to the trapping mechanism,1,2

which predicts:

Y (t) =
kr

kr + kt(t)
≡ krτ(t) (12)

where kr is the radiative recombination rate, and kt is the trapping rate. Averaging this

equation over the duration of the bin we get:

Y = krτ (13)
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Substituting to Eq. (5)

N = Akrτ + b (14)

The mean number of detected photons linearly depends on the average fluorescence lifetime

within the trapping mechanism.
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Figure S1: Fluorescence lifetime - intensity distributions (FLID) for the set of experiments
with CdSeS/ZnS single quantum dots
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Supplementary note 2: The second order cross-correlation

function

In the experiment the Henbury-Brown-Twiss scheme is used to obtain the second order cross-

correlation function g(2)(τ). In the pulse experiment the function g(2)(τ) shows a sequence of

peaks at times equal to the integer number times the pulse period Tr (Fig. S2). We can see

that the zero peak is strongly suppressed due to anti-bunching. As such, we can conclude

that a single QD emission is observed.
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Figure S2: Short time cross-correlation function’s time dependence obtained from experi-
ments performed on the Henbury-Brown-Twiss scheme for a one pulse delay. Plots normal-
ized by the maximum value of cross-correlation function
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Supplementary note 3: Emission intensity correlation

function

The averaged value of g(2)(τ) at times τ = nTr, where n is an integer, is estimated as:

g(2)(nTr) =
T

N1N2

N12(nTr)

Tr

(15)

where N1 and N2 are the total numbers of photons detected by the first and second detector,

respectively, T is the time length of the detection signal, and N12 is the number of pairs of

photons having the detection time gap within the interval from nTr − δ to nTr + δ where δ

is much longer than the PL lifetime and much shorter than Tr. From Eq. (2) it follows that

the mean number of the photons detected by the first detector and second detector after the

excitation pulse at time t are:

N1
p (t) = N2

p (t) =
1

2
αY (t)Na (16)

It follows that:

N̄1 = N̄2 =
T

2Tr

α⟨Y (t)⟩Na (17)

and

N̄12(nTr) =
T

4Tr

α2⟨Y (t)Y (t+ nTr)⟩N2
a , for n > 0 (18)

where ⟨. . . ⟩ is the time average:

⟨A(t)⟩ = 1

T

T∫
0

A(t) dt (19)

and T is the time of the measurement. Thus, the mean value of g(2) is:

ḡ(2)(nTr) =
⟨Y (t)Y (t+ nTr)⟩

⟨Y (t)⟩2
(20)
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The two-photon correlation function (15) can be used to estimate the emission intensity

autocorrelation function (ACF) defined as:

r(τ) =
⟨Y (t)Y (t+ τ)⟩

⟨Y (t)⟩2
− 1 = K(2)(τ)− 1 (21)

The estimator of K(2)(τ) at times τ = nTr is:

K̂(2)(nTr) =
T

N1N2

N12(nTr)

Tr

(22)

When τ is much longer than Tr the value is averaged over a longer bin in order to minimize

the error.

K̂(2)(nTr) =
T

N1N2

Nm
12(nTr)

mTr

(23)

where

Nm
12(nTr) =

n∑
l=n−m+1

N12(lTr) (24)

and

r̂(nTr) =
T

N1N2

Nm
12(nTr)

mTr

− 1 (25)

The minimal τ is chosen as 1.6 · 10−5s with the same bin size. For a larger τ the bin

value is chosen to be in the interval 0.2τ - 0.3τ .

Due to the finite times in such experiments, a strong shot noise is observed at short

timescales. This noise variance can be estimated, along with the confidence interval, oper-

ating on the fact that the Nm
12 distribution is Poisson.3 Then Nm

12 can be used to calculate

the following variance estimation:

σN(nTr) =
√
Nm

12(nTr) (26)
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which can be recalculated to the r̂ variance:

σr(nTr) = σK(nTr) =
TσN(nTr)

mTrN1N2

(27)

A 50 Hz frequency harmonic external signal has been observed in the experimental au-

tocorrelation function. This signal, with a manually adjusted amplitude and phase, was

subtracted from the ACF to eliminate its influence. The elimination of the harmonic signal

is indicated by the disappearance of the oscillations’ peak within the process spectral power

density.

The confidence interval for the autocorrelation function estimator (23) can be found using

a 95%-confidence interval for the Poisson distribution:

χ2
2Nm

12
(0.025)

2mTrN1N2

T < K(2)(nTr) <
χ2
2Nm

12+2(0.975)

2mTrN1N2

T (28)

where χ2
ν(α) is the chi-squared distribution quantile, ν is the degrees of freedom number,

and α is the quantile level.

The autocorrelation function r(τ) at zero time is estimated using the first peak in the

two-photon correlation function. We assume that r̂(0) ≈ r̂(Tr), the value of which can be

estimated by Eq.(22)

r̂(0) =
T

N1N2

N12(Tr)

Tr

− 1 (29)

Similar to Eqs.(26-27) the variance of r̂(0) is

σr(0) =
T
√

N12(Tr)

TrN1N2

(30)
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Figure S3: Experimental autocorrelation functions r(tn) with a 95%-confidence interval for
the set of experiments with CdSeS/ZnS single quantum dots
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Figure S4: Photon distribution function histograms for the set of experiments with Cd-
SeS/ZnS single quantum dots
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Supplementary note 4: Estimation of the power spectral

density (PSD) and its confidence interval

The random process power spectral density estimation proves to be a complicated problem.

Both the signal periodogram and the autocorrelation function fast Fourier transform are

shown to provide an estimate with a variance equal to the estimated value itself.4,5

Different power spectral density estimation methods have been proposed to solve this

problem. All such methods are divided into two large groups - parametric and non-parametric.

Since modern experimental techniques allow us to determine the correlation function with a

higher time resolution than the blinking signal, it would be reasonable to work with a non-

parametric technique that uses the autocorrelation function weighted Fourier transformation.

This method is the so-called Blackman-Tukey method.6

To determine the power spectral density in this work, we propose to use the self-modified

Blackman-Tukey method based on the interpolated autocorrelation function multiplied by

the window function Fourier transform. For our data, the autocorrelation function is a set

of several tens of points occupying a large area in time on unevenly distributed bins. The

Blackman-Tukey method requires uniformly distributed time binning to apply the Fourier

transform. The following expression can be used to get the signal PSD estimation at the

chosen frequency for uniform binning:4

Ŝ(f) = 2∆t

r0 + 2

M/2∑
n=1

rnwn cos(2πfn∆t)

 ; 0 ≤ f ≤ 1

2∆t

(31)

where Ŝ(f) is the power spectral density estimation value at chosen frequency f , ∆t is the

uniform sampling bin size, r0 is the autocorrelation sequence value at zero time, rn is the

autocorrelation sequence value within the bin number n, wn is the window function with M

bins width.

For each frequency we have chosen a characteristic time equal to the corresponding
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oscillations period, so Tf = f−1. Then we have selected a window corresponding to this

frequency so that its width equals twenty corresponding periods. In addition, we have set

the step ∆t = Tf/100, with which we have interpolated the correlation function within the

window half-width M/2 to get equidistant time intervals. Such values choice guarantees us

a relatively low bias and a suitable variance.

We have chosen the Blackman-Nuttall as the window function, because of its narrow

peak, the continuous derivative at the edge, and the low side-lobe level:7

wn = a0 − a1 cos

(
2πn

M
+ π

)
+ a2 cos

(
4πn

M

)
− a3 cos

(
6πn

M
+ π

)
, n ≤ M

2
(32)

where a0 = 0.3635819, a1 = 0.4891775, a2 = 0.1365995 and a3 = 0.0106411.

It can be proven that an estimation made by the Blackman-Tukey method obeys the

chi-squared distribution for the value νŜ/S (S is actual PSD), where ν is the degrees of

freedom number, defined as:4,5

ν ≡ 2Ŝ2

σ2
S

(33)

where σ2
S stands for the variance of Ŝ(f)

For a well-defined correlation function without shot noise, ν is estimated through the

following expression:

ν =
2T/∆t∑

w2
n

(34)

In the presence’s case of additional errors associated with shot noise, an additional vari-

ance appears:

σ2
N = [2∆t]

2

σ2
r0
+ 2

M/2∑
n=1

σ2
rnw

2
n cos(2πfn∆t)

2

 (35)

where σrn is the variance at a given bin n, estimated the same way we did in expression
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(27), but for interpolated bins. The probability distribution of these errors is believed to be

normal.

In this case, the final variance is the sum of variances if the sources of errors are considered

to be independent:

σ2
S = σ2

N + σ2
χ2 (36)

where

σ2
χ2 =

Ŝ2
∑

w2
n∆t

T
(37)

For ν < 100 (takes place at low frequencies), the error associated with the shot noise is

negligible, and the 95%-confidence interval can be calculated using the chi-squared distribu-

tion:

νŜ

χ2
ν(0.975)

< S <
νŜ

χ2
ν(0.025)

(38)

where χ2
ν(α) is the chi-squared distribution quantile.

For ν > 100, the chi-squared distribution can be considered as normal due to the chi-

squared asymptotics. At this step, both errors can be included in one expression (36), which

is equivalent to the two normal distributions convolution, and one can use the sum variance

to calculate the 95%-confidence interval:

Ŝ − 1.96 · σS < S < Ŝ + 1.96 · σS (39)

It is clear that shot noise errors have a dominant contribution at high frequencies.

The estimation results are presented in Fig. S5
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Figure S5: Power spectral densities of single quantum dots luminescence blinking obtained
by the modified Blackman-Tukey method
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Supplementary note 5: PSD estimation frequency range

The maximum resolved frequency is ideally determined by the smallest available time in

the autocorrelation function, which in our case is 1.6 · 10−5 s. The frequency of 3.1 · 104

Hz corresponds to this time. Unfortunately, there are additional restrictions present in an

experiment.

For an ACF with some uncorrelated noise fluctuations, which become more intense with

shorter times, its Fourier transform contains the errors associated with those fluctuations

(see (35)), which value increases with frequency. For any given PSD we have chosen the

point at which the effect of such errors becomes comparable with the value of the estimated

power density, so that point is the highest frequency bound point of the PSD.

Thus, for each trajectory, this point changes and lies within the range from 103 Hz to

1.5 · 104 Hz, which is close to maximal resolved frequency in an ideal situation.

The minimum resolvable frequency is determined by the maximum window width, i.e.

there cannot be a window width longer then the maximal time of the autocorrelation function

TA = 300 s. In our consideration we have chosen the window parameters so that:

fmin =
10

TA

(40)

Thus, in our investigation the lower frequency is bound at around about 3.3 · 10−2 Hz.

The frequency range chosen was divided into 40 logarithmically equidistant points at

which the power spectral density was estimated.
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Supplementary note 6: Estimation of the minimal PLQY

within the MRC model

The PLQY of the QD emission within the MRC model2,8 can be expressed as

Y (t) =
kr

kr + kt(t)
(41)

where kr is the radiative recombination rate. The total trapping reaction rate within this

model is a sum of the trapping rates for each RC.

kt(t) =
N∑
i=1

kiσi(t) + kb. (42)

where ki is the trapping rate for the i-th TLS, kb is the background rate. Each stochastic

variable σi(t) randomly jumps between two values - 0 and 1.

The maximal emission intensity corresponds to the configuration of the TLS when all

σi are equal to 0. It follows from Eqs. (42) and (41) that the PLQY of this configuration

is PLQY = kr/(kr + kb). Usually, the PLQY in the ON state is close to 100%, so we

can set k0 ≪ kr. The jump of the single i-th TLS changes the quantum yield to the value

kr/(kr+ki+kb). If ki ≫ kr one jump will cause a huge decrease of the intensity. This behavior

is very different from the nearly continuous intensity distribution seen in the experiment.

In order to reproduce that, one should set ki values to be close to kr. Thus the lowest

photoluminescence quantum yield corresponding to the configuration when all σi are equal

1, value Eq. (41), has to be in the order of 1/(N + 1). To make the minimal PLQY value

close to 1% one has to assume that the number N of the quasi-stationary defects on the QD

surface is around 100 which is very unlikely.
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Supplementary note 7: Electron-phonon coupling value

dependence of the trapping rate

Figure S6: The trapping rate dependence on the Huang-Rhys parameter S at T=300 K
(red line), T=200 K (green line), T=100 K (blue line) and T= 50 K(violet line). The thin
black line represents S10. The rest of the parameters are ∆E = −355 meV, λc = 10 meV,
h̄ωLO = 26 meV

Figure S7: The trapping rate dependence on the Huang-Rhys parameter S at ∆E = −300
meV (blue line), ∆E = −355 meV (red line) and ∆E = −400 meV K (green line). The
thin black line represents S10. The rest of the parameters are T = 300 K, λc = 10 meV,
h̄ωLO = 26 meV

The rate of the hole trapping process assisted by multiple optical phonon excitations can

be expressed by the well known Marcus-Jortner formula (for example9)

kt =
V 2

h̄

√
π

λckBT

∞∑
n=−∞

Pn exp

(
−(∆E + λc + nh̄ωLO)

2

4λckBT

)
(43)
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Figure S8: The trapping rate dependence on the Huang-Rhys parameter S at λc = 5 meV
(blue line), λc = 10 meV (red line) and λc = 15 meV (green line). The thin black line
represents S10. The rest of the parameters are T = 300 K, ∆E = −355 meV, h̄ωLO = 26
meV

where V is the electron exchange matrix element, T is the temperature, λc is the reorganiza-

tion energy of the classical modes, ωLO is the frequency of the optical longitudinal phonons

and ∆E is the difference between the QD’s electronic energy of the state with the trapped

hole and the energy of the excited state, Pn is the probability of exciting n phonon quanta

during the transition

Pn = In

(
S

sinh ω̃

)
exp (nω̃ − S coth ω̃) (44)

where In(z) is the modified Bessel function, ω̃ = h̄ωLO/(2kBT ) and S is the Huang-Rhys

parameter S = λ/(h̄ωLO) determined by the reorganization energy λ, characterizing the

interaction between the electronic system and optical longitudinal phonons. When ∆E is

negative and its modulus is much greater than λc and h̄ωLO then a major contribution to

the sum in Eq.(43) comes from the terms with value n around |∆E|/(h̄ωLO). As a result the

dependence of the trapping rate Eq.(43) on S when S < 1 can be approximated by a power

law, as seen from the numeric calculations results presented on Fig. S1-S3.

kt(S) = k0S
α (45)

The exponent α weakly depends on the temperature (Fig. S6), ∆E (Fig. S7) and λc (Fig.
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S8): Choosing the parameters ∆E = −355 meV, T = 300 K, λc = 10 meV, h̄ωLO = 26

meV, we set α = 10.
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Supplementary note 8: PSD for an isolated two-level

system (TLS)

Let us suppose that the single QD is described by an isolated stochastic two-level system.

There are two configurations of the system, corresponding to σ = 0 and σ = 1. The dynamics

of the system obey the following master equation in matrix form:10

d

dt
p⃗(t) = ŵp⃗(t) (46)

The vector of probabilities p⃗(t) is defined as:

p⃗(t) ≡

p0(t)

p1(t)

 (47)

where p0(t), p1(t) are the probabilities of the system to be in the 0 and 1 configuration at

time t, correspondingly.

The matrix ŵ is defined as:

ŵ ≡

−γ+; γ−

γ+; −γ−

 (48)

where γ+ is the rate of 0 to 1 transition and γ− is the rate of 1 to 0 transition. We also

define the general switching rate Γ = γ+ + γ− and the stationary probability p to be in 1

configuration.

γ+ = Γp

γ− = Γ(1− p)

The vector p⃗ obeys the normalization condition:

p0(t) + p1(t) = 1 (49)
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The stationary solution for equation (46) has the following form:

p⃗ st =

γ−

Γ

γ+

Γ

 ≡

1− p

p

 (50)

The eigenvalues and eigenvectors of the matrix ŵ can be found using the following set

of equations:

ŵp⃗ right
λ = λp⃗ right

λ (51)

(
p⃗ left
λ

)T

ŵ = λ
(
p⃗ left
λ

)T

(52)

where symbol T stands for transposition. This leads to the following eigenvalues equation:

det
(
ŵ − λÎ

)
= 0 (53)

where Î is the identity matrix.

The obvious solutions for eigenvalues are:

λ1,2 = 0;−Γ; (54)

It turns out to be convenient to use the following diagonalization matrices comprising

the right and left eigenvectors:

ŵ = v̂rightd̂v̂left (55)

where

d̂ =

0 0

0 −Γ

 (56)
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and

v̂right =

1− p; −1;

p; 1;

 ≡
(
p⃗ right
λ=0 ; p⃗ right

λ=−Γ;

)
(57)

v̂left =

 1; 1;

−p; 1− p;

 ≡


(
p⃗ left
λ=0

)T(
p⃗ left
λ=−Γ

)T

 (58)

The formal solution of the Eq. (46) is:

p⃗(t) = exp (ŵt) p⃗(0) ≡ Ĝ(t)p⃗(0) (59)

Within the Markov stochastic processes theory the quantum yield autocorrelation func-

tion (21) can be expressed as:

r(t) =
1

⟨Y ⟩2
1∑

σ=0

1∑
σ′=0

YσYσ′Gσσ′(t)pstσ′ − 1 (60)

where Y0 and Y1 are the PL quantum yield of the configuration 0 and 1, respectively.

The quantum yield mean value is:

⟨Y ⟩ =
1∑

σ=0

Yσp
st
σ (61)

The matrix exponent can be expressed as:

Ĝ(t) = v̂right exp
(
d̂t
)
v̂left (62)

Applying this expression to Eq. (60) we get the following expression for the intensity

autocorrelation function:

r(t) =
γ−γ+

Γ2

(Y1 − Y0)
2

⟨Y ⟩2
e−Γt (63)

In this case, the theoretical power spectral density can be obtained using the Wiener -
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Khinchin theorem. The PSD turns out to be the Lorentzian function:

S(f) = 4

∫ ∞

0

r(t) cos(2πft) dt =
4γ−γ+

Γ

(Y1 − Y0)
2

⟨Y ⟩2
1

Γ2 + (2πf)2
; 0 ≤ f < ∞ (64)

Supplementary note 9: PSD for set of uncorrelated two-

level systems

Our model of QD blinking includes N uncorrelated TLS. The configuration of i-th TLS is

described by the index σi. The switching rates of this TLS are γ+
j and γi

j. Each of the 2N

configurations of the system is described by the index:

Σ = {σN , . . . , σ1} (65)

The master equation of the system has the following form:10

d

dt
P⃗ (t) = Ŵ P⃗ (t) (66)

where each element PΣ(t) of the vector P⃗ (t) is the probability to be in the configuration Σ

at time t. The matrix Ŵ has the following nonzero elements for each Σ and i:

WΣΣ = −
N∑
j=1

γ
σj

j

WΣΣi = γσ̄i
i (67)

where Σi is:

Σi = {σN , . . . , σi, . . . , σ1} (68)

The symbol σi means negation, and γ
σj

j = γ−
j , if σj = 1 and γ+

j , if σj = 0. All other
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elements of matrix Ŵ are equal to zero. The matrix Ŵ can be written in the other form:

Ŵ =
N⊕
i=1

ŵi (69)

where
⊕

stands for Kronecker summation.

The steady-state is defined as:

Ŵ P⃗
st
= 0 (70)

The normalization condition for the master equation is:

∑
Σ

PΣ = 1 (71)

The formal system solution is:

P⃗ (t) = exp
(
Ŵ t

)
P⃗ 0 ≡ Ĝ(t)P⃗ 0 (72)

The stationary Markovian process quantum yield autocorrelation function is:

r(t) =
1

⟨Y ⟩2
∑
ΣΣ′

YΣYΣ′GΣΣ′(t)P st
Σ′ − 1 (73)

where YΣ is the quantum yield of the configuration Σ. Applying Eqs. (12) and (45) and Eq.

(5) from the main text we have:

YΣ =
kr

kr + kt(Σ)
(74)

where

kt(Σ) = k0S
α
Σ (75)

and SΣ = s0 +
N∑
i=1

σisi.

Introducing the diagonal matrix Ŷ , so that ŶΣΣ = YΣ and the dot product according to
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the following rule:

(
X⃗, Y⃗

)
≡

∑
Σ

XΣYΣ (76)

one can rewrite the expression for autocorrelation function into a more compact form:

r(t) =
1

⟨Y ⟩2
(
Y⃗ , Ĝ(t)Ŷ P⃗ st

)
− 1 (77)

The mean value of the quantum yield is:

⟨Y ⟩ =
(
Y⃗ , P⃗

st
)

(78)

The matrix Ŵ can be diagonalized:

Ŵ = V̂ D̂V̂
−1

(79)

where D̂ is a diagonal matrix and V̂ is a transition matrix. Then, the operator Ĝ(t) can be

expressed as:

Ĝ(t) = V̂ exp(D̂t)V̂
−1

(80)

Due to Eq. (69) the following expression for matrices V̂ and V̂
−1

can be used:

V̂ =
N⊗
i=1

v̂right
i , (81)

V̂
−1

=
N⊗
i=1

v̂left
i , (82)

where vi
right and vi

left are isolated two-level systems transition matrices,
⊗

stands for Kro-

necker product. In this case, D̂ consists of different unique isolated two-level systems eigen-

values sums. This sequence order depends on the order of the two-level systems in the used
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notation. The P⃗
st
can also be calculated as:

P⃗ st =
N⊗
i=1

p⃗ st
i (83)

The quantum yield power spectral density is:

S(f) =
1

⟨Y ⟩2
(
Y⃗ , G̃(f)Ŷ P⃗ st

)
(84)

where G̃(f) is the Ĝ(t) Fourier image.

G̃(f) = 4

∞∫
0

Ĝ(t) cos (2πft) dt = V̂
4|D̂|

(2πf)2 + D̂ 2
V̂

−1
; 0 ≤ f < ∞ (85)

That corresponds to the 2N−1 different independent Lorentzian functions sum, the width

of which is defined by a diagonal matrix D̂ elements.

For each of the 2N states, the probability to detect n photons per bin ∆t has the Poisson

distribution:10

qΣ(n) =
N

n

Σ

n!
e−NΣ (86)

where NΣ is the mean number of detected photons by state Σ within the time bin ∆t. The

total probability distribution to detect n photons per time bin size of ∆t is the weighted

sum of the all states distributions with corresponding steady-state probabilities:

Q(n) =
∑
Σ

qΣ(n)P
st
Σ =

(
q⃗(n), P⃗ st

)
(87)

From Eq. (5) we have:

NΣ = AY Σ + b (88)

where Y Σ is defined as:
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Y Σ ≡ 1

∆t

∆t∫
0

∑
Σ′

YΣ′GΣ′Σ(t) dt =
∑
Σ′

YΣ′GΣ′Σ (89)

where

G = V̂
1

D̂∆t

[
exp

(
D̂∆t

)
− 1

]
V̂

−1
(90)
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Supplementary note 10: Fitting procedure

To reduce the number of fitting parameters, the following reasoning about TLS switching

rates Γi has been used. Since each TLS must be the set of two potential energy minima,

the rate constant must be modified with the thermal activation exponent. Assuming the

transition energies to be evenly distributed among the TLSs, it can be expected that the

transition rates are evenly distributed on a logarithmic scale. Therefore, we have chosen Γi

so that they are logarithmically evenly distributed in the investigated range. For each of

the chosen QD’s trajectories the boundaries were slightly changed manually to match the

behavior of PSD at the boundary frequencies.

The fitting procedure obeys the standard maximum likelihood method. The negative

logarithm of the likelihood function consists of 2 parts:

− lnL = − lnLPSD − lnLQ (91)

where LPSD is a likelihood of the PSD estimator and LQ stands for the likelihood of the

photon distribution. The PSD estimator likelihood consists of the two terms:

− lnLPSD = − lnLχ2 − lnLN (92)

where Lχ2 stands for the term coming from the chi-squared distributed part of PSD estimator

and LN - from the part that obeys normal distribution.

− lnLχ2 =
∑
f<fν

[
−
(
ν(f)

2
− 1

)
lnX(f) +

X(f)

2
+ ln Γ

(
ν(f)

2

)
+

ν(f)

2
ln 2

]
; (93)

− lnLN =
∑
f>fν

[
(Ŝ(f)− Sth(f))

2

2σ2
S(f)

+
1

2
ln 2π

]
(94)
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where Γ(n) corresponds to Euler’s gamma function, ν(f) is the chi-squared distribution de-

grees of the freedom number, X(f) = ν(f)Ŝ(f)/Sth(f), fν is the frequency that corresponds

to the moment when the degrees of freedom number becomes larger than 100 (at this mo-

ment a transition from chi-squared to normal distribution is assumed), Sth(f) corresponds to

the theoretical prediction (84), which depends on the model parameters s0, si, pi, k0/kr, b.

The function LQ corresponds to the number of detected photons distribution contribution,

which must obey a multinomial distribution.

− lnLQ = −
∑
n

M(n) lnQth(n)− ln

(
M

M(1), ...,M(nmax)

)
(95)

where M(n) is the number of bins with n detected photons, M is the total number of bins in

the trajectory,
(

M
M(1),...,M(nmax)

)
is the multinomial coefficient, nmax is the maximum photon

level, and Qth(n) is the theoretical prediction (87) depending on the model parameters. The

coefficient A was found using experimental data

A =
⟨N⟩ − b

⟨Y ⟩
(96)

where ⟨N⟩ is the averaged number of photons among experimental distribution per time bin.

The minimum of the likelihood function negative logarithm has been found using a self-

made MATLAB program. A few particular TLSs were excluded from consideration for

almost every investigated trajectory during the minimization procedure. The initial number

of TLSs was set to 10.
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Figure S9: Experimental probability distribution of detected photon data (blue bars) model
fits (red thin line) for the set of experiments with CdSeS/ZnS single quantum dots
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Figure S10: Estimated power spectral density (black squares) model fits (red thin line) for
the set of experiments with CdSeS/ZnS single quantum dots
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Supplementary note 11: Theoretical prediction of the

FLID

In the theoretical model the fluorescence lifetime τΣ of the particular configuration Σ is

determined as:

τΣ =
1

kr + kt(Σ)
(97)

It follows from Eq. (74) that the PLQY of this configuration is connected with τΣ by a

simple linear relation:

YΣ =
kr

kr + kt(Σ)
≡ krτΣ (98)

According to Eq. (88) the mean number of detected photons within one bin that starts from

state Σ is given by the following expression:

NΣ = AY Σ + b; (99)

where

Y Σ =
∑
Σ′

YΣ′GΣ′Σ (100)

The probability to detectN photons within the bin obeys the Poisson distribution Eq.(86)

with a mean value of NΣ. As well-known for this distribution the average value of N is:

⟨N⟩ = NΣ (101)

and its dispersion is:

σ2
NΣ

≡ ⟨⟨N2⟩⟩ = NΣ (102)

where ⟨⟨. . . ⟩⟩ is the covariance.

The probability distribution function of the photon delay times within one bin that starts
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from the state Σ has the multiexponential form:

pΣ(t) =
∑
Σ′

GΣ′Σ

τΣ′
exp

(
− t

τΣ′

)
(103)

Processing the experimental data in Supplementary Note 1 includes fitting the fluo-

rescence decay curve using the maximum likelihood procedure with the double exponent

function with the noise background. The analysis of the results of this procedure for the

probability distribution function (103) is quite complex. Let’s limit ourself to a more simple

procedure, namely fitting it with a single exponential function with no background. The

data was collected from within several bins that had a fixed number of detected photons N

so that total number of collected photons Nt was at least 250. Then the likelihood function’s

logarithm is:

lnL(τ) =
∑
i

ni ln

(
1

τ
exp

[
−iδ

τ

])
+ L0 (104)

where ni is the number of detected photons with a time delay contained within an interval

of (i− 1)δ and iδ. ∑
i

ni = Nt (105)

The expression for the estimated decay time comes from the first derivative:

∑
ni

τ̂
− δ

τ̂ 2

∑
i

nii = 0 (106)

Thus, the following estimation of the τ̂ :

τ̂ =
δ

Nt

∑
nii (107)

The variance of the τ estimation Eq.(111) within the maximal likelihood procedure is
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defined by the second derivative of the likelihood logarithm function at point τ̂ :

1

2σ2
est

= −Nt

τ̂ 2
+

2δ

τ̂ 3

∑
i

nii (108)

which follows

σ2
est =

τ̂ 2

2Nt

(109)

From the theoretical model (103) we can find the average values of ni for the bin that

starts from state Σ:

⟨ni⟩ = Ntδ
∑
Σ′

GΣ′Σ

τΣ′
exp

(
− iδ

τΣ′

)
(110)

Substituting to Eq.(107) we get the average value of the τ̂ for the bin:

⟨τ̂⟩ =
∑
Σ′

GΣ′ΣτΣ′ (111)

On the other hand, this expression is the mean fluorescence lifetime per bin:

∑
Σ′

GΣ′ΣτΣ′ = τΣ (112)

Thus:

⟨τ̂⟩ = τΣ (113)

As follows from Eq. (89):

Y Σ = krτΣ (114)

Substituting to Eq. (88) we get the linear dependence of NΣ on τΣ in our model:

NΣ = AkrτΣ + b (115)

Meanwhile for all our fits the value of b is much less then 1.

The dispersion of τ̂ comes from ni values fluctuations. The dispersion of each ni in our
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model is:

⟨⟨n2
i ⟩⟩ = ⟨ni⟩ (116)

Applying to Eq.(107) we have:

σ2
f ≡ ⟨⟨τ̂ 2⟩⟩ =

(
δ

Nt

)2∑
⟨⟨ni⟩⟩i2 =

(
δ

Nt

)2∑
⟨ni⟩i2 (117)

In the case of the multi-exponent decay (103) it can be written as:

σ2
f =

δ3

Nt

∑
i

∑
Σ′

GΣ′Σ

τΣ′
exp

(
− iδ

τΣ′

)
i2 (118)

and after summation we get the following expression:

σ2
f =

2

Nt

∑
GΣ′Στ

2
Σ′ (119)

The total dispersion of the τ value can be found as:

σ2
τ = σ2

est + σ2
f =

1

Nt

[
1

2
τ 2Σ + 2

∑
GΣ′Στ

2
Σ′

]
(120)

An example of the theoretical fluorescence lifetime - intensity distribution is shown in

Fig. S11. The NΣ dependence on τΣ Eq.(115) is shown by a red line. For each state

Σ (magenta squares) the following are shown: 2σ confidence intervals for τ̂ (horizontal

bars), 2σ confidence intervals for N (vertical bars), as well as the confidence regions (colored

ellipses). The yellow lines are common tangents for all confidence regions. The thin red

ellipse corresponds to the state with the most entities on the photon distribution function.

After this processing only the red and yellow lines were left on the fits in Fig. S12.
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Figure S11: Example of the fluorescence lifetime - intensity distribution resulting from the
model with 2σ-confidence interval
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Figure S12: Estimated fluorescence lifetime - intensity distribution (colored histogram)
model fits (red thin line) with 2σ confidence regions (yellow thin line) for the set of ex-
periments with CdSeS/ZnS single quantum dots
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Supplementary note 12: Photon detection statistics

In order to probe the photon statistics for this model, it is possible to construct several

quantities that show the deviation of the photon count from a particular process. To check

the deviation from the Poisson process one can calculate the Poisson indicator (for example

see11):

Q(t) =
⟨n2(t)⟩ − ⟨n(t)⟩2

⟨n(t)⟩
− 1; −1 ≤ Q(t) < ∞ (121)

It is easy to see that the indicator is equal to 0 if the process has the Poisson statistics

(var[n(t)] = ⟨n2(t)⟩ − ⟨n(t)⟩2 = ⟨n(t)⟩), if Q(t) < 0 then it means that the studied process

is sub-Poisson, and super-Poisson otherwise. The long time limit of this indicator is the

Mandel’s parameter QM = lim
t→∞

Q(t). In our terms, the Poisson indicator can be written as

follows:

Q(t) =
2k

t

t∫
0

(t− t′)r(t′)dt′ (122)

where k is the average rate of photon detection that can be expressed as k = ⟨N⟩/∆t, ∆t

is the blinking trajectory time bin size, and ⟨N⟩ is the average number of photons detected

per time bin.

One might calculate the Poisson indicator within the given model by integration of the

Eq. (77), so:

Q(t) =
2k

t

(
Y⃗ , Ĥ(t)Ŷ P⃗ st

)
− t2/2

⟨Y ⟩2
(123)

where

Ĥ(t) ≡
t∫

0

(t− t′)Ĝ(t′)dt′ = V̂
1

D̂
2

[
exp

(
D̂t

)
− D̂t− 1

]
V̂

−1
(124)
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The result for both the theoretical and experimental calculation of the indicator is pre-

sented on the Fig. S13a. As can be seen the Poisson factor overcomes a value equal to one on

the timescale of hundreds of microseconds and continues to increase to a value of Q(t) ≈ 105

on a timescale close to the maximal switching time of the model, marked by a verical thin

line. Such large values of the Poisson indicator means that our process is super-Poisson.

The experimentally calculated factor begins to decrease at the tail due to the oscillations

of the autocorrelation function around zero at long times, while the model calculated factor

reaches its limit of QM ≈ 105.

On the other hand, one may also calculate the renewal indicator, the deviation of which

from zero is an indicator that the process is not a renewal process. Introduced for the first

time by Jianshu Cao,11 this indicator can be written in the following form:

Qev(t) =
2k

t

 t∫
0

dt1

t−t1∫
0

g(3)(t1 + t′, t1)dt
′ −

t∫
0

dt1

t−t1∫
0

g(2)(t1)g
(2)(t′)dt′

 (125)

where g(3) is the third-order correlation function

g(3)(t2, t1) =
⟨Y (t)Y (t+ t1)Y (t+ t2)⟩

⟨Y (t)⟩3

The correlation functions can be found within the model as follows:

g(3)(t1 + t′, t1) =

(
Y⃗ , Ĝ(t′)Ŷ Ĝ(t1)Ŷ P⃗ st

)
⟨Y ⟩3

(126)

g(2)(t) = r(t) + 1 =

(
Y⃗ , Ĝ(t)Ŷ P⃗ st

)
⟨Y ⟩2

(127)

Now one can introduce the first integral of the Ĝ(t) matrix:
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F̂ (t) ≡
t∫

0

Ĝ(t′)dt′ = V̂
1

D̂

[
exp

(
D̂t

)
− 1

]
V̂

−1
(128)

It allows us to calculate the next expressions:

J1(t) =
1

⟨Y ⟩3

t∫
0

(
Y⃗ , F̂ (t− t1)Ŷ Ĝ(t1)Ŷ P⃗ st

)
dt1 (129)

J2(t) =
1

⟨Y ⟩4

t∫
0

(
Y⃗ , Ĝ(t1)Ŷ P⃗ st

)(
Y⃗ , F̂ (t− t1)Ŷ P⃗ st

)
dt1 (130)

and therefore:

Qev(t) =
2k

t
[J1(t)− J2(t)] (131)

The integrals in Eq. (129-130) were numerically calculated to get the Qev(t) dependence.

The result is presented in Fig. S13b. As can be seen, the indicator monotonically increases

on the logarithmic scale until the TLS largest switching timescale, which is marked with a

black line, and then it starts to decrease to zero, which is the limit for long periods for this

indicator. On average time scales the indicator takes on a large positive value, which means

our model describes a process that is very different from a renewal process.
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Figure S13: (a) Poisson indicator obtained from the experimental autocorrelation function
(black squares) and from the theory (red line). (b) The renewal indicator (red line) obtained
from the theory. Vertical lines in the both panels show the maximal characteristic timescale
used in the model. Calculations were carried out using the experimental data and model
parameters of the experimental set 3.2.
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