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Methods 
Cluster Analysis via HDBSCAN: Data from the single-cell response of algae cells was 

analyzed using an unsupervised machine learning approach to identify emerging patterns 

associated with the availability of P. Unsupervised Machine Learning (UL) comprises a 

set of methods in which a computational model is fitted not to predict an outcome, but to 

identify patterns in the data. For two N-dimensional data points x_1, x_2∈RN a similarity 

measure can be calculated from their features, that is, the entries of the N-dimensional 

vector describing each data point. This information can then be used to organize data 

points that are similarly close to each other and far apart from data points that are 

dissimilar. The result is a representation of the data with highly dense regions, called 

clusters, separated by regions of low-density. This representation eases the interpretation 

of the underlying patterns in the data.  A number of computational approaches exist to 

obtain clusters from data. These clustering methods can be roughly classified as flat, if 

all clusters are created simultaneously, or hierarchical, if clusters are created sequentially. 

The former type of clustering methods requires to know or assume the number of clusters 

to be created, which limits its application. Clustering methods can also be classified as 

centroid-based, or density-based. Centroid-based clustering methods start by finding a 

candidate center for the cluster and then populate the cluster following a given distribution 

assumed for the data. Density-based clustering on the other hand does not assume any 

distribution a priori and is therefore more versatile than centroid-based clustering. To 

reduce the number of assumptions to be made about the data, the hierarchical density-

based spatial clustering for applications with noise (HDBSCAN) method 1,2 is adopted in 

this work. Hyperparameters are user-defined variables that specify or constrain the way 

the clustering method searches for patterns in the data. For HDBSCAN, these 

hyperparameters are min_cluster_size which controls how small are the clusters allowed 
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to be, cluster_selection_epsilon which affects how the clusters are split up and 

counterbalances min_cluster_size, and min_samples that regulates how many data 

points are considered as noise. These hyperparameters are set by inspection as their 

effect is highly dependent on the nature of the data being analyzed. In the present work, 

HDBSCAN was implemented with min_cluster_size = 10, cluster_selection_epsilon = 0.0, 

min_samples = 18.  

Since HDBSCAN is based on density, its performance could be hindered by high-

dimensional data. To deal with this, dimensionality reduction (DR) is often implemented 

on the data before the clustering step. Generally, DR methods can be divided into matrix 

factorization methods, and neighbor graphs methods. A classic example of matrix 

factorization DR, the principal component analysis (PCA) method 3, seeks for the loading 

matrix W that, when multiplied by the original data matrix X, produces the reduced 

representation of the data T=XW. This procedure contains an implicit covariance analysis 

that limits the methods to only consider second order interactions in the data and its 

application is not suitable for non-linear data. A neighbor’s graph method, called uniform 

manifold approximation and projection (UMAP) 4, starts by creating a neighbors graph in 

the original high-dimensional space and then finds the topological manifold that minimizes 

the error between the original data and the data reconstruction from the low-dimensional 

representation. An important characteristic of UMAP is that is also tries to preserve the 

relationship among the variables in the original space in the low dimensional space. Since 

the data cannot be assumed to be linear, and since the relationships in the original space 

are important, UMAP was adopted for the analysis here presented. Like clustering, DR 

methods require hyperparameters to be set for a particular implementation. For UMAP, 

the final number of dimensions (n_comp), the number of neighbors to be considered 

around each point (n_neighbors), and the minimum distance allowed for two points in the 

low dimensional space (min_distance). Together, these hyperparameters control whether 

the global or local structure of the high-dimensional space is prioritized and how the low-

dimensional representation should look like. The hyperparameters selected for UMAP 

here were n_comp = 3, n_neighbors = 25, and min_dist = 0.0, for all cases. The DR and 

clustering algorithms, as well as their corresponding hyperparameters were selected to 

minimize the assumptions to be made about the data and its natural distribution. With 



this, similarities and differences in cell response for different cohorts and spiked P 

exposures can be detected, leveraging single-cell response analysis data. 

  



Figures and Tables 

 

 
Figure S1 – Fluorescence microscopy images of APA in C. reinhardtii cells using 
the AP live stain outside of the microfluidic device. Algal cells were cultured, starved, 

and spiked in NTAP with 1 mM P as described in the methods. 1 mL of the spiked culture 

was centrifuged, re-suspended in spiked NTAP supplemented with AP live stain, and 

imaged in a 6-well plate. Representative images of cells treated with either AP live stain 

(top row) or vehicle control (bottom row) were obtained using both brightfield (A-B) and 

the FITC filter set (C-D). Scale bar is 100 µm. 

 

 

 



 
Figure S2 – Observed changes in algal growth rate under different basal P 
concentrations. C. reinhardtii were seeded in 250 mL flasks as described in the methods 

in either 1- or 21-mM P. ~50 µL from each flask was collected on days 3, 5, 8, 11, and 16 

of culture and counted using a hemocytometer. The data is plotted as cell density vs. day 

number (from the beginning of the culture period). 

 

 



 
Figure S3 – Side by side comparison of the single cell APA response from four 
cohorts of cells with spiked concentrations equivalent to those of their basal levels 
of 1- and 21 mM P. APA was quantified in cells in four separate cohorts following the 

week-long culture in NTAP supplemented with either 1- or 21-mM P. Cells from the 1 mM 

culture (green) were treated with either basal (1 mM) or spiked (21 mM) P concentrations 

while cells from the 21 mM culture (purple) were treated with either spiked (1 mM) or 

basal (21 mM) P concentrations. APA was quantified for each cohort (minimum 183 cells 

per cohort). 

 

  



Table S1. Statistical metrics for all seven cohorts under 1 mM basal P levels. Metrics 

including number of cells analyzed from each cohort, mean normalized fluorescence 

(corresponding to APA), and standard deviation (cohort heterogeneity), corresponding to 

the data demonstrated in Figures 2 and 3. The values for mean and standard deviations 

are gradient colored from lowest (dimmest) to highest (strongest), to facilitate comparison 

of the numerical values. 

 
 
  



Table S2. Statistical analysis of single-cell APA from seven cohorts of different 
spike P levels acclimated to a 1 mM basal P level. One-way ANOVA and Fisher’s test 

of means, both with a p-value of 0.05, were performed on all cohorts. MeanDiff: difference 

between mean values, Prob: probability, Sig: significance. All two-cohort combinations 

(first two columns) are compared with each other. Rows that are boxed in red indicate no 

statistically significant difference between the respective cohorts (significance = 0). 

Minimum of 183 cells per each cohort with an average number of 260 cells quantified for 

each cohort. 

  



Table S3. Statistical metrics for all seven cohorts under 21 mM basal P levels. 
Metrics including number of cells analyzed from each cohort, mean normalized 

fluorescence (corresponding to APA), and standard deviation (cohort heterogeneity), 

corresponding to the data demonstrated in Figure 3. The values for mean and standard 

deviations are gradient colored from lowest (dimmest) to highest (strongest), to facilitate 

comparison of the numerical values. 

 
  



Table S4. Statistical analysis of single-cell APA from seven cohorts of different 
spiked levels acclimated to a 21 mM basal P level. One-way ANOVA and Fisher’s test 

of means, both with a p-value of 0.05, were performed on all cohorts. MeanDiff: difference 

between mean values, Prob: probability, Sig: significance. All two-cohort combinations 

(first two columns) are compared with each other. Rows that are boxed in red indicate no 

statistically significant difference between the respective cohorts (significance = 0). 

Minimum of 183 cells per each cohort with an average number of 260 cells quantified for 

each cohort. 

 
 

  



Table S5. Fisher’s test of means for cohorts of data presented in Figure S3. Analysis 

was performed using a p-value of 0.05. MeanDiff: difference between mean values, Prob: 

probability, Sig: significance. Results indicate a statistically significant difference (Sig=1) 

across all pairwise combinations of cohorts. 

 
 
 
 
Table S6. Two-way analysis of variance (ANOVA) on the combined data sets for all 
seven cohorts under different basal P levels. The analysis was performed to 

investigate the statistical significance of both factors studied: basal and spiked P levels. 

Results indicate that the effect of each factor individually (one-way ANOVA) and the 

interaction between the two factors (two-way) were both significant. 
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