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S1 The a-ARM protocol  

All the quantum mechanics / molecular mechanics (QM/MM) models reported in this work were generated 
using the automatic rhodopsin model (a-ARM) protocol1–3. We constructed congruous QM/MM models for 
wild-type bovine rhodopsin (Rh) and thermoplasmatales archaeon heliorhodopsin (TaHeR), as well as for 
some of their mutants, starting from, respectively, the 1U194 and 6IS64 crystallographic structures. An 
overview of the a-ARM models is provided in Figure 2A. A description of the a-ARM workflow is provided 
below, however, we intent to redirect the reader to the original protocol publications1,2,5 for a more in-depth 
reading.

The a-ARM protocol is divided in two phases: 

Phase I: input file generation
The first phase of the protocol allows for the automatic or semi-automatic computer-aided preparation (i.e., 
via a five-step command-line procedure) of a 3D structure in PDB format (without hydrogens) named as 
PDBARM. This PDB file, which is used as input for the QM/MM model generation phase (see below), contains 
information on: the monomeric protein structure, including the retinal proton Schiff base (rPSB) 
chromophore and excluding membrane lipids and non-functional ions; the mutant(s) automatically produced 
via side-chain replacement using MODELLER6; the protonation states for all the ionizable residues based 
on an algorithm that analyze pKa and partial charges using PROPKA7, automatically assigned but user-
customizable; the positions of Cl−/Na+ external counterions needed to neutralize model, based on an energy 
minimization procedure using PUTION1, optimized automatically and not user-customizable; and an 
independent file containing the list of amino acid residues forming the cavity hosting the rPSB, determined 
automatically with Fpocket8 but user-customizable. The PDBARM and the cavity files constitute the so-called 
a-ARM input for the second phase. 

Phase II: QM/MM model generation
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The second phase allows the automatic generation of ground-state (S0) QM/MM models and the subsequent 

computation of the maximum absorption wavelength ( ) via vertical excitation energy ( ES1-S0) λ a
max ∆

calculations. The procedure is described as follows:

- Classical molecular dynamics simulations
a-ARM input is pre-processed using classical molecular dynamics (MD) simulations. First, the positions of 
crystallographic (or comparative modelling) waters are optimized and the hydrogens for waters and polar 
residues are added by using DOWSER9. Then, the hydrogens for the rest of the protein and chromophore 
are added and their positions are optimized by a molecular mechanics (MM) energy minimization using 
GROMACS10. A second MM energy minimization is performed, this time on the side-chains (backbone 
atoms are fixed at the crystallographic/comparative positions) of the residues belonging to the chromophore 
cavity sub-system. The resulting structure is employed as an input to generate N=10 independent simulated 
annealing/MD relaxations at 298 K, each starting with a different randomly chosen seed to warrant 
independent initial conditions that allow to explore the possible relative conformational phase space of the 
cavity residue side-chains and chromophore. In the ARM MD approach, that uses GROMACS10 and 
AMBER11 force field, only the rPSB chromophore, the lysine linker, all the residue sidechains constituting 
the cavity and the cavity waters are relaxed, while the rest of the protein remain fixed. The Lys-QM 
subsystem (the lysine linker residue plus the rPSB chromophore) is described by using a MM 
parametrization and partial charges computed as AMBER-like Restrained Electrostatic Potential (RESP) 
charges, which are specifically parametrized for each employed isomer of the chromophore (e.g., 11-cis, 
all-trans and 13-cis rPSB)1. Moreover, the default heating, equilibration, and production times for the MD 
are 50, 150, and 800 fs, respectively, for a total length of 1 ns. For each of the N=10 replicas, the frame 
closest to the average structure of the 1 ns simulation is selected as the starting geometry (i.e., guess 
structure) for constructing the corresponding QM/MM model. 

- QM/MM calculations
Each of the 10 replicas is processed by a particular QM/MM approach implemented into the 
(Open)Molcas12/TINKER13 interface, where the electrostatic embedding scheme used to describe the 
interaction between the QM and MM parts of the Lys-QM sub-system involves the electrostatic treatment 
called Electrostatic Potential Fitted (ESPF)14. In the ESPF method, the QM part of the chromophore directly 
interacts with the MM electrostatic potential through one-electron operators whose expectation values 
represent the QM charge distribution of the chromophore. In addition, the QM/MM frontier is treated within 
the link atom approach15 whose position is restrained according to the Morokuma scheme, and it is placed 
across the covalently bonded lysine Cε-Cδ bond (where Cε is a QM atom). The charges of the covalently 
linked lysine are modified by setting the Cδ charge to zero to avoid hyperpolarization and redistribute the 
residual fractional charge on the most electronegative atoms of the lysine, thus ensuring a +1 integer charge 
of the Lys-QM layer. All the 63 Lys-QM atoms (i.e., 62 atoms + linker atom) are free to relax during the 
QM/MM calculation. By employing such approach, the procedure to obtain an ARM QM/MM model 
consisting of N=10 replicas, can be described as follows. First, a geometry optimization at the Hartree-Fock 
(HF) level is performed (HF/3-21G/AMBER). Then, another geometry optimization is carried out this time 
modeling the QM sub-system with the multi-configurational complete active space self-consistent field 
(CASSCF) at the 2-roots single-state, (CASSCF(12,12)/6-31G*/AMBER level). This follows an energy 
correction at the multi-configurational second-order perturbation theory (CASPT2) to recover the missing 
dynamical electron correlation associated with the CASSCF description. Thus, a 3-roots state-average 
CASPT2 that uses the three-root (S0, S1 and S2) stage-average CASSCF(12,12)/6-31G*/AMBER is 
computed (CASTP2(12,12)/6-31G(d)/AMBER). Ultimately, each model replica corresponds to an 
equilibrated gas-phase and globally uncharged monomer QM/MM model, which is used to evaluate the 
( ES1-S0). The final a-ARM result is the average of the 10 ( ES1-S0) values. ∆ ∆
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Figure S1. Protein cavity overview. A. Cavity composition in the TaHeR QM/MM model. Residues sidechains (in 
green) and rPSB chromophore (in orange) are shown. B. Cavity composition in the Rh QM/MM model. Residues 
sidechains (in green) and rPSB chromophore atoms (in orange) are shown.

Table S1. Comparison between experimental (Exp.) and computed (Comp.) 𝜆aexp in a set of single and double TaHeR 
mutants. 

 Exp. 𝜆amax 
(nm) 

Comp. 𝜆amax 
(nm) 

WT 542a 530 

A113S 548a 535 
A207S 538a 536 

F206A 530a 523 

S112A 554a 545 
G146A 528a 526 

S234A 544a 541 
M116A 540a 532 

M142A 528a 508 
Y164A 540a 522 

G167A 542a 525 

F203A 538a 515 
E108D 542b 542 

E108D/S112A 559b 554 
E108D/S234A 540b 536 



E108D/S78A 532b 516 
a Value found in reference 4
b Value found in reference 6

Table S2. Comparison between experimental (Exp.) and computed (Comp.) 𝜆aexp in a set of single Rh mutants, reported 
in reference 11.

 Exp. 𝜆amax 
(nm) 

Comp. 
𝜆amax 
(nm) 

WT 498a 4995

A269T 514b 5095

A292S 491c 4875

E113D 510a 5165

E122Q 480c 4775

F261Y 510b 5095

G90S 489d 5035

T94S 494c 4935

W265Y 485c 4865

a Value found in reference 9 
b Value found in reference 7 
c Value found in reference10 
d Value found in reference 7
e Value found in reference 7

S1.1 Choice of the protonation state in the TaHeR model. 
The model of TaHeR displays two adjacent histidine residues, His23 and His82, close to the Schiff base 
moiety of the rPSB chromophore whose protonation state is ambiguous4 and must be examined in order to 
assign the correct tautomeric configuration. In fact, this amino acid can display a charge of +1 when both 
the 𝛿-nitrogen and 𝜀-nitrogen of the imidazole ring are protonated (Hip, [HN𝛿-His-N𝜀H] configuration), while 
can be neutral when either the 𝛿-nitrogen (HID, [HN𝛿-His-N𝜀] configuration), or the 𝜀-nitrogen (Hie, [N𝛿His-
N𝜀H] configuration) are deprotonated. In this work, for the computation of the TaHeR trajectories, we decided 
to use the model that yielded the smallest deviation from the experimental 𝜆a

exp. For this reason, and 
leveraging the automatic feature of a-ARM, we built a set of 9 user-customized a-ARM models (see Sec. 
S1) featuring every possible tautomeric configuration. Figure S2 shows the results in terms of 𝜆a

exp and 
structural data. Among all, only the configuration with HIP23 and HIE82 (panel H) yielded a good agreement, 
only -12 nm blue-shifted (𝜆 aexp = 530 nm) with respect to the experimental value (𝜆a

exp = 542 nm). This model 
was therefore selected as operating one and used for trajectory computations (see below, Section S2). All 
other assessed configurations yielded a poor comparison. Interestingly, our models seem to suggest a net 
charge of +1 of this histidine couple since when both histidines were set to neutral (panel A,B,D,E) the 
corresponding models were extremely blue-shifted (~400 nm). Moreover, from the structural point of view 
all the models displays very similar residue conformations and this suggests a leading electrostatic 
contribution to the computed 𝜆a

exp shifts found for the different tautomeric configurations. 
The His23/His82 couple is conserved among the heliorhodopsin family and a few experimental studies4,16,17 
inferred an active role in the proton transfer pathway of heliorhodopsins (HeR). Furthermore, two recent 
computational studies18,19 have investigated the proton transfer pathway in 48C12 HeR, advancing the 
hypothesis that, after the rPSB photoisomerization, the proton is readily transferred from the rPSB 
counterion (Glu108 in TaHeR) toward His82. Assuming a similar behavior between 48C12 and TaHeR (43% 



of sequence identity), this observation is consistent with our TaHeR model which, indeed, displays a neutral 
HIE82 residue. 
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Figure S2. View of different TaHeR a-ARM models featuring different His 23 and His 82 tautomeric configurations. (A) 
23Hid and 82Hid. (B) 23Hid and 82Hie. (C) 23Hid and 80Hip. (D) 23Hie and 82Hie. (E) 23Hie and 82Hid. (F) 23Hie and 
82Hip. (G) 23Hip and 82Hid. (H) 23Hip and 82Hie. (I) 23Hip and 82Hip. In each case the corresponding computed 𝜆aexp 
is shown. HID indicates the histidine with [HN𝛿-His-N𝜀] configuration, HIE indicates the histidine with [N𝛿-His-N𝜀H] 
configuration and HIP indicates the histidine (+1 charged) with [HN𝛿-His-N𝜀H] configuration. For panel H, which 
represents the select configuration for the computation of TaHeR trajectories, rPSB counterion (Glu108), His82 (light 
gray) and His23 (dark gray) are labelled.  
 



S2 initial condition generation protocol. 
The TaHeR and Rh models described above were used to simulate two room temperature Boltzmann-like 
distributions of 200 initial conditions, where each initial condition consists in one geometry and a set of 
velocities. In more detail, the following sequential protocol (i-iiii) was adopted 20–23. i) A room temperature 
ground state molecular dynamic (MD) of 22 ns was performed at the MM level using AMBER94 force field11. 
The MD consisted in 50 ps of heating phase, of 150 fs of equilibration phase and of 20000 ps of production 
phase. The MD was carried out in GROMACS10. ii) Geometries and velocities corresponding to 200 
snapshots were extracted from the production phase every 100 ps. iii) Each snapshot was then used to 
propagate a 200 fs trajectory at the HF/6-31G*/AMBER94 level of theory followed by iiii) a 50 fs ground state 
(S0) trajectory at the two roots SA (i.e S0 and S1) CASSCF(12,12)/6-31G*/AMBER94 level of theory. The set 
of geometries and velocities from the last snapshots of this simulation were then taken as the initial 
conditions. This set of initial conditions was used to simulate the two absorption bands reported in Figures 
1C and 1D. The absorption bands were simulated by the Gaussian convolution of the stick spectra 
composed by ∆ES0−S1 values calculated for each initial condition at the 3 root SA 
CASPT2/CASSCF(12,12)/6-31G*/AMBER94 level of theory. Oscillator strenghts (fS0−S1) were used to weight 
the intensity of each S0 → S1 transition. As shown in Figures 1C and 1D the center of the computed 
absorption band was found very close to the experiments. Moreover, to further test the quality of the initial 
conditions the 200 corresponding α and α’, and bond length alternation (BLA) values were also plotted, and 
a Gaussian-like shape of the distribution was achieved in all cases (figure S3). 
Finally, the two set of 200 initial conditions were propagated on the S1 using the stochastic Tully surface-
hop method24,25 to account for the S1 to S0 hopping events. The corresponding results of the two S1 
population dynamics are documented in the main text, Section B. 
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Figure S3. Frequency distribution of selected rPSB geometrical proprieties in the two room temperature TaHeR and 
Rh initial conditions. Red vertical line identifies the corresponding values in the a-ARM models.  
 

A B

Time (fs) Time (fs)

Po
p.

 fr
ac

ti o
n

Po
p .

 fr
ac

ti o
n

S0

S1

S0

S1

Figure S4. Time evolution of the population fraction propagating along S0 and S1 for A) TaHeR and B) Rh. 
Each starting population is composed by 200 trajectories.

A B

Time (fs)

�’
(d

eg
re

es
)

� 
(d

eg
re

es
)

Reactive decay
Unreactive decay

CoIn13

CoIn11

Unreactive decay

�′

�

Time (fs)

Figure S5. Evolution of the α and α’ coordinates (see Fig. 1A) in, respectively, A) TaHeR trajectories 
undergoing C13=C14 isomerization (i.e. channel CoIn13) and in B) TaHeR trajectories undergoing C13=C14 
isomerization (i.e. channel CoIn11). For the description of the colours and legend see Fig. 3 in main text. 

S3 Minimum Energy Path calculation in TaHeR.  
Figure S6 shows the S1 minimum energy paths (MEP’s) computed for the TaHeR rPSB chromophore. The 
first (figure S6A) describes the clockwise (CW) photoisomerization around the C13=C14 double bond while 
the second (figure S6B) describes the counterclockwise (CCW) photoisomerization around the C11=C12 
double bond. Each path is computed by relaxing the Franck-Condon (FC) rPSB structure (i.e the first point 
in the MEP) and then proceed by a series of constrained geometry optimizations characterized by 
progressive rotation of 5 degrees of the selected double bond. The choice of the rotations was decided 
based on the results of the trajectories computations where the CW and CCW isomerization motions were 
observed for, respectively, the C13=C14 and C11=C12 double bonds (see section B, main text). Finally, in 



order to locate the two corresponding minimum energy conical intersections (Min CoInA and Min CoInB) we 
carried out geometry optimization without the geometrical constrains, but using the energetical constrain of 
the energy difference between S0 and S1 equal to zero. Both MEP’s were computed with the necessary S1 
energy gradients calculated at the 2 root (i.e. S0 and S1) SA CASSCF(12,12)/6-31G*/AMBER94 level of 
theory. However, to account for the missing dynamic correlation effect of the CASSCF method, we have re-
evaluated (i.e. single point calculation) the energies of the CASSCF optimized geometries via the more 
expensive 3 root SA CASPT2/CASSCF(12,12)/6-31G*/AMBER94 level of theory. Fig. S6 shows the 
corresponding energy profiles for S0, S1 and S2 states. 
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Figure S6. Minimum energy path describing A. the clockwise (CW) photoisomerization around the C13=C14 double 
bond ( ’) and B) the counterclockwise (CCW) photoisomerization around the C11=C12 double bond ( ). Each profile 𝛼 𝛼
shows S0, S1 and S2 energy profiles computed at the 3 root SA CASPT2/CASSCF(12,12)/6-31G*/AMBER94 energy 
profiles. On top, view of the two located minimum energy CoIns (S4A, Min. CoIn13 and S4B, Min. CoIn11) displaying the 
relevant torsional deformations. 
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Figure S7. Early time evolution of the bond length alternation (BLA) in A) CoIn13 trajectories and in B) CoIn11 
trajectories. BLA is defined as the difference between the average single bond length minus the average 
double bond length along the C5 to N of the rPSB conjugated chain. To notice how, in both populations, at 



the FC point the BLA evolves from positive to negative values, reflecting the different charge transfer 
electronic character of S1 with respect to S0.

Figure S8. Initial change in α, α’ and bond length alternation (BLA) values computed after, from left to right, 
10 fs, 20 fs and 30 fs in A) CoIn13 trajectories and in B) CoIn11 trajectories. α and α’ indicate the dihedral 
angle corresponding to the isomerization coordinate (see Fig. 1A). BLA is defined as the difference between 
the average single bond length minus the average double bond length along the C5 to N of the rPSB 
conjugated chain.



Figure S9. Initial change in α, α’ and bond length alternation (BLA) velocities computed after, from left to 
right, 10 fs, 20 fs and 30 fs in A) CoIn13 trajectories and in B) CoIn11 trajectories. α and α’ indicates the 
dihedral angle corresponding to the isomerization coordinate (see Fig. 1A). BLA is defined as the difference 
between the average single bond length minus the average double bond length along the C5 to N of the 
rPSB conjugated chain.

S4 Analysis of the S2/S1 mixing in TaHeR 
In Figures S10, S11, S12 we report the results of 3 root (i.e. S0, S1 and S2) SA CASPT2/CASSCF(12,12)/6-
31G*/AMBER94 single point calculations along 3 selected trajectories that belong to the CoIn11 (Figure S10, 
namely geom188, geom204 and geom105) and CoIn13 (Figure S11, namely geom207, geom036 and 
geom021) isomerization decay channels and 3 selected trajectories that have never displayed S1→S0 decay 
within the adopted simulation time of 1.5 ps (Figure S12, namely geom075, geom087 and geom206). For 
each case, the S1/S2 energy gap, QM charge (Mulliken analysis) and BLA profiles of the rPSB chromophore 
are shown. This 3 root state energy re-evaluation has allowed us to observe the involvement of an electronic 
S1/S2 state mixing along each type of trajectory. Besides the S1/S2 energy gap, the mixing can be detected 
from either the charge or the BLA evolution. In fact, the electronic character of S1 and S2 states can be 
described by, respectively, a charge transfer (CT) and diradical (DIR) characters associated with the limiting 
resonance structures of Fig. S12A. CT and DIR display a different positive charge distribution and, 
consequently, a different C-C/C=C bond length pattern of the polyene chain. Compared to CT, the DIR 
exhibits closer C-C/C=C bond lengths and so smaller BLA values. As a result, along the trajectory the 
occurrence of the S1/S2 mixing can be detected by decreasing BLA values approaching the 0. Notice how 
the mixing is particularly evident in geom206 (Figure S12) where it lasts for nearly 0.5 ps. 
In order to further investigate this S2/S1 mixing of TaHeR we have also located the corresponding minimum 
energy CoIn (Min. CoInS2/S1) which was found 7 kcal/mol lower in energy than the FC (Figure S13B). The 
optimization was carried out at 2 root SA (i.e. S1 and S2) CASSCF(12,12)/6-31G*/Amber94 level of theory. 
Figure S13C shows the Min CoInS2/S1 structure compared with the FC. Consistently with the behavior 
observed along the trajectories (see above), the Min CoInS2/S1 displays an almost null BLA (0.011 Å). 
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31G*/Amber94 energy gap evolution. Middle row, QM (Mulliken) charge evolution of the -C12-C13-C14-C15-N rPSB 
fragment. Bottom row, BLA evolution. BLA is defined as the difference between the average of the double-bond 
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Figure S11. Energy, charge and bond length alternation (BLA) profiles along three TaHeR trajectories belonging to the 
CoIn13 channel (namely geom207, geom036 and geom021). Top row, S1/S2 CASPT2/CASSCF(12,12)/6-
31G*/Amber94 energy gap evolution. Middle row, QM (Mulliken) charge evolution of the -C14-C15-N rPSB fragment. 
Bottom row, BLA evolution. BLA is defined as the difference between the average of the double-bond lengths and the 
average of the single-bond lengths of the rPSB chromophore. 



Figure S12. Energy, charge and bond length alternation (BLA) profiles along three TaHeR trajectories that have never 
displayed S1→S0 decay within 1.5 ps (namely geom075, geom087 and geom206). Top row, S1/S2 
CASPT2/CASSCF(12,12)/6-31G*/Amber94 energy gap evolution. Middle row, QM (Mulliken) charge evolution of the -
C12-C13-C14-C15N rPSB fragment. Bottom row, BLA evolution. BLA is defined as the difference between the average 
of the double-bond lengths and the average of the single-bond lengths of the rPSB chromophore. 

 



Figure S13. Energetical and geometrical properties of the Min CoInS2/S1 of TaHeR. A) Representation of the two limiting 
resonance formulas adopted to describe the charge transfer (CT) and diradical (DIR) electronic character of the rPSB 
chromophore. B) S0, S1 and S2 energy values at the FC and Min CoInS2/S1 structures. C) Representation of the FC and 
MinCoInS2/S1 structures. Relevant bond lengths (in Å) and dihedral angles (in degrees) of the rPSB chromophore are 
shown. 

S5 Steric effect analysis.
In the attempt to gain a deeper insight into the lack in reactivity of the CoIn11 channel, we 
repeated the calculation of the CoIn11 trajectories starting 20 fs before each S1→S0 decay 
event. Crucially, we performed this calculation after setting the MM charges of the 
residues in the protein cavity to zero. The simulation allowed us to exclude the impact of 
the electrostatic of the cavity from the observed restraining force that systematically 
inverts the motion from CCW to CW for each trajectory toward the approach to the  CoIn11 
decay (see Fig. 5B). These data are reported in Fig. S14. Interestingly, we observed the 
same inversion for either the set of trajectories computed with the full protein charge or in 
the absence of the cavity charge (see yellow curves in Fig. S14A and Fig. S14B), 
suggesting a merely steric origin of the restraining force and, in turn, of the null computed 
value of φiso,11. 



Figure S14. Demonstration of a steric effect along the CoIn11 channel by testing the electrostatic effects. A) Top, time 
evolution of the overlap index d𝜏/dt towards the CoIn11 channel for the full TaHeR model. For each trajectory, the plot 
starts 20 fs before the S1→S0 decay time. Accordingly, gray data points refer to S1 while blue data points refer to S0. 
The yellow curve represents the average value. Bottom, the corresponding time evolution of the S1-S0 energy gap 
between S1 and S0. B. Same as A but with all charges of the protein cavity set to 0. Top. The d𝜏/dt slope is very similar 
to the one of the “charged system”, showing a positive slope, revealing that the repulsive force is not due to an 
electrostatic effect and must thus be due to a steric effect. Bottom. Demonstration that the charges have an effect on 
the energy S1-S0 energy gap, which become slightly larger and, as a consequence, no S1 decay is observed.
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