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1 TDDFT benchmarks

The fast dissociation of the complex takes place mainly in S1, thus, the most important figure of

merit that a density functional should reproduce is the excited state gradient in S1, ∇E1. Apart

from the gradient ∇E1, two other parameters are considered when choosing the density functional;

1) the S0S1 energy gap ∆E01, relevant for the selection of initial geometries based on the calculated

absorption spectrum; 2) the S1S2 energy gap ∆E12, which might become relevant because the S1

and S2 states are energetically close in the FC region and thus S2 might be transiently populated

even after an initial excitation to S1.

A benchmark set was explicitly constructed for 2-cyclohexenone-BF3. From the short gas-phase

dynamics presented in ref. 1, N = 96 geometries were randomly sampled. At these geometries,

excitation energies and gradients were calculated at the XMS-CASPT2(8,7)/cc-pVQZ2 level of

theory. All XMS-CASPT2 calculations were performed using an (8,7) active space containing two

π-orbitals (π1, π2), two π∗-orbitals (π∗
1 , π

∗
2), the oxygen lone pair n and the σ- and σ∗-orbitals of

the α-C-C bond (see fig. S-1). The calculations employed state averaging over three states (S0, S1,

S2), the single-state-single-reference flavor of multistate CASPT2 and an imaginary shift of 0.2.

The cc-pVQZ basis set3 was used with the resolution of the identity approximation and the cc-

pVQZ-jkfit auxiliary basis. The benchmark calculations were performed using the OpenMOLCAS4

and BAGEL5 programs.

Figure S-1: Orbitals in the (8,7) active space of cyclohexenone-BF3 (isovalue: 0.02).

There is a large number of DFT functionals available in the library LibXC.6 Nearly all of them

were tested (93 in total; some were excluded for technical reasons, see table S-2 for a list of all

S-2



tested functionals). Corrections due to dispersion (VV107, D38) were also tested. Since the overall

errors for energies and gradients in excited states are much larger than in the ground state, the

resulting corrections were found to be negligible. Since the dynamics can be performed at most

with a triple-zeta basis set due to computational costs, all DFT calculations were performed using

the def2-TZVP basis set. The different functionals f were compared to the benchmark calculations

on the three criteria of 1) S1 gradients ∇E1, 2) S1S2 energy gap ∆E12, 3) S0S1 energy gap ∆E01.

The RMSD for each criterion x and each functional f were calculated according to

RMSD(x, f) =

√√√√ ∑N
i |xf

i − xCASPT2
i |2

N
. (1)

The RMSD values for each criterion x were shifted and scaled to obtain normalized values NRMSD(x,

f). This was done so that the best ten functionals for that criterion covered the range between 0

and 1.

Then, a combined measure of error M was calculated as

M(f) = w1 ·NRMSD(∇E1, f)

+ w2 ·NRMSD(∆E12, f)

+ w3 ·NRMSD(∆E01, f)

(2)

with weighting factors {wi} that sum to 1. These weighting factors encode the relative importance

of the accurate description of each benchmarked criterion for the process under study. Different

functionals perform best, depending on the choice of {wi}. In fig. S-2, the best-performing func-

tionals (minimal M) are shown, depending on w1, w2, and w3. For all functionals that are best

performing at any choice of {wi}, the RMSD values for each criterion are given in table S-1, and

the averages over all 93 tested functionals are shown in the last row. The exact RMSD values for

all tested functionals can be found in the appendix (section 1).

The prediction of the S1S2 energy gap is the most difficult task with errors that are approx-

imately a factor of three higher than for the S0S1 energy gap. The functionals PBE-MOL09

and B97-310 perform significantly better in the prediction of the S1S2 energy gap than all other

functionals. Of these, PBE-MOL0 performs best for the S0S1 energy gap. Thus, the functional

PBE-MOL0, a non-empirically improved version of PBE0 for molecular properties,9 was chosen

for the dynamics. It is the second-best for ∆E12, the third-best for ∆E01, and provides gradi-

ents significantly better than the average functional. We do not make generalizing conclusions

about the performance of functionals in other circumstances (other properties, other molecules,

or even different excited states of the same molecule) from our benchmark data. Even though

our benchmark tests a lot of different functionals, it focuses on one specific excited state of a

single molecule. Thus, significance for and transferability to other cases are exceedingly limited.
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Figure S-2: Functionals with a minimal measure of error M according to eq. (2) for all different
combinations of weights; weight w1 for the gradient ∇E1, weight w2 for the S0S1 energy gap ∆E01,
and weight w3 for the S1S2 energy gap ∆E12

However, a more general benchmark of TDDFT excited state gradients and couplings on a variety

of small to medium-sized organic molecules (for example, Thiel’s benchmark set11,12) away from

the FC region might be a worthwhile undertaking in the future since existing benchmarks focus

heavily on equilibrium geometries.13–15
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Table S-1: Performance of selected best performing functionals
compared to XMS-CASPT2(8,7)/cc-pVQZ. The last
row shows the average for all 93 tested functionals.

N12-SX 4.5786 0.1725 0.7267

X3LYP 4.3673 0.1773 0.7329

SB98-2A 4.4028 0.1753 0.7204

SB98-1C 4.3895 0.1953 0.7207

PBE-MOL0 4.5141 0.1733 0.7096

B97-3 4.5263 0.1811 0.7048

B97-2 4.4534 0.1740 0.7214

B97 4.3926 0.1939 0.7202

B3LYP 4.3367 0.1859 0.7325

B3LYPS 4.3186 0.2479 0.7509

Average 5.6960 0.3411 0.7873

Functional RMSD(∇E1) RMSD(∆E01) RMSD(∆E12)

Table S-2: Performance of all tested functionals compared to XMS-CASPT2(8,7)/cc-pVQZ.

APBE0 4.5314 0.1736 0.7109

APF 4.5197 0.1771 0.7158

B1LYP 4.4076 0.1796 0.7298

B1PW91 4.5500 0.1749 0.7122

B1WC 4.5950 0.2606 0.7463

B3LYP 4.3367 0.1859 0.7325

B3LYP3 4.3377 0.1862 0.7326

B3LYP5 4.3377 0.1862 0.7326

B3LYP-MCM1 4.3878 0.1959 0.7433

B3LYP-MCM2 4.5538 0.1739 0.7389

B3LYPS 4.3186 0.2479 0.7509

B3P86 4.4419 0.1928 0.7285

B3P86-NWCHEM 4.4528 0.1900 0.7286

B3PW91 4.4380 0.1932 0.7196

B5050LYP 5.7086 0.5538 0.8677

B97 4.3926 0.1939 0.7202

B97-1 4.4052 0.1837 0.7200

B97-1P 4.3759 0.2388 0.7333

B97-2 4.4534 0.1740 0.7214

B97-3 4.5263 0.1811 0.7048

B97-K 4.9029 0.3616 0.7495

BHANDH 6.3031 0.4925 0.8426

BHANDHLYP 5.6400 0.5575 0.8718

BLYP35 4.7566 0.2983 0.7586

CAM-B3LYP 5.0122 0.3252 0.7657

Functional RMSD(∇E1) RMSD(∆E01) RMSD(∆E12)

Continued on next page
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Table S-2: Performance of all tested functionals compared to XMS-CASPT2(8,7)/cc-pVQZ.
(Continued)

CAMH-B3LYP 4.6893 0.2438 0.7420

CAM-O3LYP 37.1717 1.1106 1.5859

CAM-PBEH 5.4353 0.3216 0.7875

CAM-QTP-00 6.9839 0.8142 1.0334

CAM-QTP-01 5.9665 0.5240 0.8520

CAM-QTP-02 6.3773 0.6135 0.8985

CAP0 4.6025 0.1752 0.7108

CASE21 4.5052 0.1736 0.7134

EDF2 4.4099 0.2186 0.7493

HAPBE 4.4381 0.1976 0.7186

HFLYP 10.1031 1.4713 1.5253

HPBEINT 4.5996 0.2533 0.7376

HSE03 4.5382 0.1735 0.7154

HSE06 4.5395 0.1747 0.7161

HSE12 4.7516 0.2059 0.7203

HSE12S 4.9283 0.2487 0.7291

HSE-SOL 4.8391 0.1822 0.7210

KMLYP 6.6171 0.6222 0.9019

LB07 6.8732 0.5454 0.8063

LC-BLYP 5.4560 0.3400 0.7741

LC-BLYP-EA 5.2215 0.2804 0.7669

LC-BLYPR 5.4216 0.3436 0.7634

LC-BOP 6.5177 0.6070 0.8533

LC-PBEOP 5.4328 0.3346 0.7544

LC-QTP 6.5925 0.6135 0.8695

LC-VV10 6.3408 0.5627 0.8051

LC-WPBE 5.9596 0.4686 0.7656

LC-WPBE08-WHS 6.3408 0.5627 0.8051

LC-WPBEH-WHS 6.7500 0.6758 0.8871

LC-WPBESOL-WHS 7.4771 0.8027 0.9645

LC-WPBE-WHS 5.9605 0.4694 0.7640

LRC-WPBE 5.1949 0.2690 0.7181

LRC-WPBEH 5.0020 0.2578 0.7334

MB3LYP-RC04 4.3698 0.1810 0.7319

MCAM-B3LYP 4.4916 0.1926 0.7303

MPW1K 5.4188 0.4027 0.7760

MPW1LYP 4.4127 0.1794 0.7342

MPW1PBE 4.5795 0.1748 0.7146

MPW1PW 4.5643 0.1749 0.7153

MPW3LYP 4.3686 0.1776 0.7357

MPW3PW 4.4494 0.1938 0.7233

Functional RMSD(∇E1) RMSD(∆E01) RMSD(∆E12)

Continued on next page
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Table S-2: Performance of all tested functionals compared to XMS-CASPT2(8,7)/cc-pVQZ.
(Continued)

MPWLYP1M 4.5101 0.4322 0.8801

O3LYP 4.3838 0.2905 0.7542

PBE0-13 4.9022 0.2436 0.7268

PBE-2X 6.3504 0.6247 0.8828

PBE38 5.1115 0.3056 0.7421

PBE50 5.9021 0.5183 0.8256

PBEB0 4.5604 0.1754 0.7195

PBEH 4.5878 0.1745 0.7148

PBE-MOL0 4.5141 0.1733 0.7096

PBE-MOLB0 4.4977 0.1749 0.7151

PBE-SOL0 4.8204 0.1777 0.7262

QTP17 7.0301 0.7262 0.9695

RCAM-B3LYP 6.2604 0.5920 0.8841

SB98-1A 4.6156 0.1770 0.7458

SB98-1B 4.4934 0.1921 0.7208

SB98-1C 4.3895 0.1953 0.7207

SB98-2A 4.4028 0.1753 0.7204

SB98-2B 4.4724 0.1763 0.7263

SB98-2C 4.4288 0.1778 0.7236

WB97 5.8680 0.5234 0.8285

WB97X 5.5078 0.4394 0.7998

WC04 10.4154 0.8560 1.0653

WHPBE0 20.3441 0.4801 0.8160

WP04 6.0977 0.1899 0.7554

X3LYP 4.3673 0.1773 0.7329

N12-SX 4.5786 0.1725 0.7267

SOGGA11-X 4.9354 0.3666 0.7592

Functional RMSD(∇E1) RMSD(∆E01) RMSD(∆E12)
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2 Details of the kinetic model

The number of trajectories in Fig. 5 showing a C-C=O-B twist can be fit using a three-step kinetic

model.

[A]
τ1−→ [B]

τ2−→ [C]
τ3−→ [D] (3)

The first step describes a delay in the onset of the C-C=O-B twist, which is caused by the initial

fast O-B bond elongation, during which the kinetic energy of the dissociating complex is too high

to observe a significant twisting motion. The second step describes the twisting of the C-C=O-B

dihedral. The third step describes the un-twisting of the C-C=O-B dihedral due to ISC into the

triplet states. Thus it should correspond to the ISC time of 1.8 ± 0.3 ps. We assume irreversible

first-order kinetic for all steps.

d[A]

dt
= −[A]/τ1

d[B]

dt
= +[A]/τ1

d[B]

dt
= −[B]/τ2

d[C]

dt
= +[B]/τ2

d[C]

dt
= −[C]/τ3

d[D]

dt
= +[C]/τ3

(4)

Integration and fitting using the SciPy library16 (initial conditions [A](t0) = 1, [B](t0) =

0, [C](t0) = 0, [D](t0) = 0) yields the time constants in table S-3.

Table S-3: Results of the
kinetic model
fit.

τ1 0.06 ps

τ2 0.16 ps

τ3 1.57 ps

Parameter Value
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3 Time-resolved spectra

Figure S-3: Oscillator strengths for transitions originating in all active states during the trajecto-
ries. Time-resolved spectra were calculated at the PBEmol0/def2-TZVP level of theory using 30
singlet states. Geometries for the spectra calculation were sampled from the trajectories including
triplet states at 10 fs intervals. Spectra were broadened with Gaussians (σ = 0.1 eV).
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Figure S-4: Oscillator strengths for transitions originating in all active states during the trajecto-
ries. Time-resolved spectra were calculated at the PBEmol0/def2-TZVP level of theory using 30
triplet states. Geometries for the spectra calculation were sampled from the trajectories including
triplet states at 10 fs intervals. Spectra were broadened with Gaussians (σ = 0.1 eV).

Figure S-5: Oscillator strengths for transitions originating in all active states during the trajec-
tories. Time-resolved spectra were calculated at the PBEmol0/def2-TZVP level of theory using
30 singlet and 30 triplet states. Geometries for the spectra calculation were sampled from the
trajectories including triplet states at 10 fs intervals. Spectra were broadened with Gaussians
(σ = 0.1 eV).
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4 Software for visualization and plotting

Molecular visualizations (structures, orbitals) in this work were created using VMD 1.9.3.17,18 Plots

were generated using Matplotlib 3.7.1.19 Figures 2, 3, 5, and S-1 were assembled using Inkscape

1.3.20
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