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Recall and root mean square error
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Supporting Figure S1. Recall and root mean square error of model architectures across
datasets. These results were obtained with the same methodology as Figure 2.
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Supporting Figure S2. Recall and root mean square error of molecule representations across
datasets. These results were obtained with the same methodology as Figure 3.
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Supporting Figure S3. Recall and root mean squared error of molecule encodings across
datasets. These results were obtained with the same methodology as Figure 3.



Statistical testing

Differences among methods.

Supporting Table S1. Results of the Friedman test for both classification and regression.

Friedman test Classification Regression
Statistic 32.28 2.75
p value 4 57E-07 0.43
N 25 25

Supporting Table S2. Post-hoc P values with Holm-Bonferroni correction

Architecture CNN GRU Transformer XGboost
CNN n.a. 6.67E-02 6.41E-06 4.47E-06
GRU 6.67E-02 n.a. 3.25E-04 1.21E-02
Transformer 6.41E-06 3.25E-04 n.a. 9.80E-01
XGBoost 4.47E-06 1.21E-02 9.80E-01 n.a.

Differences between SMILES and SELFIES.

Regression:

p-value=0.53

Classification: p-value=1.7E-03

Friedman test statistic:, p-value:




