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I. Computational Details

The density functional theory calculations are carried out using the Vienna Ab initio Simulation

Package (VASP).1 We have employed the Atomic Simulation Environment (ASE) package to gen-

erate the input files.2 The plane wave basis function defines the valence electrons, whereas the core

electrons are described using the projector-augmented wave (PAW) approach.3 The open-shell cal-

culations (spin-polarized) are performed in a 20 Å× 20 Å× 20 Å, cubic unit cell (Brillouin zone)

with a Monkhorst-Pack k-points 1×1×1 sampled for the single-atom catalysts (SACs).4 The spin-

polarization of the electronic distribution has been considered for the orbital interaction analysis

and intermediate free energy calculations. The plane wave basis set is employed with an energy

cut-off of 500 eV, and the force convergence threshold energy is set to 10−3 eV/Å, while the elec-

tronic convergence barrier is set to be 10−6 eV/Å.1 The frequency analysis has been performed

to determine the minimal energy geometries for each catalyst. The absence of imaginary frequen-

cies from frequency computations allowed us to determine the minimum energy structures of the

compounds.

The Perdew-Burke-Ernzernhof (PBE) functional5 is benchmarked against the hybrid HSE06

functional6,7 to describe the electron exchange and correlation energies. In general, the delocalized

nature of the metal d-electrons incorporates substantial errors in the free energy calculations of

the CO2R intermediates.8 By employing the hybrid DFT (HSE06) functional, it is possible to

capture static electron correlations and reduce those errors. However, the HSE06 functionals are

computationally very expensive. So, the DFT+U (PBE+U) Hubbard corrections9–11 are employed

for Fe, Co, Ni-porphyrin and phthalocyanine complexes to reduce the computational cost and avoid

free energy calculation errors. The Hubbard-U values are varied in a stepwise manner from 0 to

4 eV, and they are benchmarked with respect to HSE06 functional as shown in Figure S1-S3. We

have chosen those values of U for which the adsorption-free energies of CO on metalloporphyrin

complexes with and without the axial ligands are found to be closer to the ones determined with

the HSE06 functional. The calculation shows closer values to the HSE06 functional for Fe, Co,

and Ni catalysts with U=2 eV, U=3 eV, and U=4 eV respectively. However, for Fe@por without
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the axial ligand U =3 shows a good approximation of the CO binding energy in comparison to the

HSE06 functional. The benchmarked Hubbard U values are considered for graphene and COF-

based extended systems due to the similar active site. To account for the non-covalent interactions

between catalyst molecules and intermediates, van-der-Waals Grimme’s D3 dispersion corrections

are applied to the energy values.12

Figure S 1: Hubbard correction plot for Fe@por (U= 2 eV) with respect to HSE06 functional

The solvent (water) interactions are incorporated using the implicit continuum solvation model

employed in the VASPsol package.13,14 The electrochemical interface has been defined by an im-

plicit solvation model, where the 2D material surfaces and the adsorbed intermediates are treated

quantum mechanically and the aqueous medium is represented by a polarizable continuum (PC)

medium with dielectric permittivity of 80. The electrolyte interactions are included using a lin-

earized Poisson–Boltzmann model. For electrolyte model specification, we have used the Debye

screening length of 3 Å. The non-electrostatic contributions to the solvation free energy due to

the surface tension are not incorporated. As these interactions are less important for the two-
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Figure S 2: Hubbard correction plot for Co@por (U= 3 eV) with respect to HSE06 functional

Figure S 3: Hubbard correction plot for Ni@por (U= 4 eV) with respect to HSE06 functional
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dimensional systems.15,16 Therefore, the TAU parameter corresponding to the effective surface

tension (eV/Å2) implemented in the VASPsol package for computing the cavity formation free

energy is neglected in our calculations.

The reaction energetics of the intermediates on the molecular catalysts are determined using

the computational hydrogen electrode (CHE) method.17,18 The electrosorption free energy for the

concerted electron and proton transfer is described using the eq: 1. The chemical potential of an

electron and proton is taken with respect to the reversible hydrogen electrode (RHE) at 0 V as

below:

µ
re f
H+ +µ

re f
e− = µH2/2 (1)

The reaction free energy, ∆G for any electrochemical step is obtained using the eq: 2

∆G = ∆E +∆ZPE −T ∆S+∆GpH +∆GU (2)

Here, ∆E is the total electronic energy obtained from DFT calculation, ∆ZPE is the change in

zero point energy, T is the temperature (T = 298.15K), and ∆S is the entropy change. The ∆ZPE and

∆S values are calculated from the vibrational frequencies following the harmonic approximations.

∆GU is a correction due to the applied potential, approximated using the CHE approach, and ∆GpH

(H+ ion concentration) is the correction due to the solvent pH (0.059*pH).

The reaction free energy values are calculated and plotted at different applied (0 V, -0.8 V,

and -1 V vs SHE) reductive potentials, as shown in Figure 5 b and c (in the main text), Figure

S4-S6, and Table S1-S2 (in SI). The solvent pH is considered as the buffer pH of 6.8. Under the

neutral pH conditions, the presence of carbonate and bicarbonate species in equilibrium with CO2

is found to be an advantage for CO2 reduction reaction in the recent few studies with SACs.19–21

The bicarbonate ions are found to play a critical role in modulating the reaction rate during the

CO2 reduction reactions over Fe-doped porphyrin. This motivated us to consider a buffer pH of

6.8 for our calculations.
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The orbital interaction diagram following the fragment molecular orbital approach has been

done to understand the bonding nature of the catalysts and the binding stability of the interme-

diates. Section IX of the SI gives further details on the orbital interaction and bonding energy

decomposition analysis.

For the Fe@Gr and Fe@COF with and without the axial ligands, we have performed the grand

canonical potential free energy calculations to determine the reaction free energies of the interme-

diates at different applied potentials. The chemical potential of the proton is related to H2 at 0 V

with respect to the reversible hydrogen electrode as defined in eq:3, following the CHE method.

The continuum solvent and the electrolyte models implemented on the VASPsol package allow

great efficiency in executing these simulations. However, performing simulations with the surface

charges on the molecular catalysts may bring in unconventional errors in the determination of the

Fermi energy values. Therefore, we have restricted these calculations to the periodic SACs. The

next section gives the calculation details of the Grand Canonical Potential Method.

II. Grand Canonical Potential Method (GCP)

To account for realistic electrochemical conditions and calculate reaction-free energies at specific

potentials, the recently developed Grand Canonical Potential (GCP) method22–27 has been used.

In this method, the total free energy, F(n) for each reaction intermediate step is calculated as a

function of the net charge (n). To obtain the grand canonical free energy as a function of the

applied potential and surface charge, G(n; U), the Legendre transformation of F(n) has been done

as shown in eq: 3.

G(n;U) = F(n)−ne(USHE −U) (3)

Here, G (n;U) is the grand canonical free energy as a function of applied potential and surface

charge, F (n) is DFT calculated electronic energy as the function of n (no of electrons), and U is

applied potential with respect to standard hydrogen electrode (U vs SHE). The electronic energy
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F(n) is quadratically dependent on the net charge as given in eq: 4

F(n) = a(n−no)
2 +b(n−no)+ c (4)

Here, a,b, and c are fitted parameters. The combination of eq: 3 and 4 will provide the equations

as given below:

G(n;U) = a(n−no)
2 +b(n−no)+ c−ne(USHE −U) (5)

GCP(U) =− 1
4a

(b−µe,SHE + eU)2 + c−n0µe,SHE +n0eU (6)

The fitted parameters are related to the following physical quantities.

c = F(n0) (7)

b = µe,SHE − eUPZC (8)

a =− 1
2cdi f f

(9)

c is related to F(n0), the DFT energy at zero applied surface charge. b corresponds to the

potential of zero charge (UPZC) w.r.t SHE and a is related to the differential capacitance is Cdi f f =

∂n
∂U .

The no of electrons at the applied potential is obtained by minimizing G(n; U) w.r.t no of

electrons [dG(n; U)/dn] as shown in eq: 10

n(U) =−1
e

∂GCP(U)

∂U
= n0 −

1
2ae

(b−µe,SHE + eU) (10)

At the potential of zero charge n(UPZC) = n0

Then, b = µe,SHE − eUPZC, and a is expressed as a =− 1
2cdi f f
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Inserting the values of a and b in eq: 5, we get the expression used for the calculation of the

grand canonical free energies as the function of applied potential (U).

GCP(U) =
e2Cdi f f

2
(U −UPZC)

2 +n0eU +F0 −n0µe,SHE (11)

The reaction free energy for an electrochemical step has been calculated using the eq: S6

∆G(U) = ∆GCP(U)+∆ZPE −T ∆S+∆GpH (12)

∆GCP(U) is the grand canonical free energy difference between the reactants and the products.

III. Reaction free energy diagrams

Figure S6 represents the comparative free energy diagram (FED) for Fe porphyrin and phthalo-

cyanine complexes with and without the axial ligands. The reaction energies are given in eV and

calculated with respect to CO2 as the reference for C, H2O as the reference for O and H2 as the

reference for H. Figure S6 (a) and (b) show the changes in the reaction free energies with IMD as

the axial ligand in comparison to the macrocyclic complexes without the axial ligand. Figure S6

(c, d) and (e, f) show the corresponding plot of FED with Py and PMe3 as the axial ligands. In

the figures, blue and orange colored lines represent the FED at zero applied potential without and

with the axial ligands respectively. The black and red colored lines show the corresponding FED

at a reduction potential of -0.8 V versus SHE and pH 6.8 respectively. The reaction intermediates

generated at each step are shown in the figure. The most stable intermediates obtained at each step

are only shown here.

The binding energy difference between ∆GCO↑- ∆G∗CHO at -1 V vs SHE and 6.8 pH for Fe@por

and Fe@pth with and without the axial ligands are summarized in Table S1. At an applied poten-

tial of -1V vs SHE, the M-CO intermediate is considerably stabilized for Fe@por and Fe@pth

complexes in comparison to the values obtained at -0.8 V and 0 V vs SHE. The product selectivity
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Figure S 4: The Gibbs free energy diagrams of extended systems (a) Fe@Gr-Py, (b) Fe@COF-Py
and (c) Fe@Gr-PMe3, (d) Fe@COF-PMe3

Table S1: The calculated binding energies difference between ∆GCO↑- ∆G∗CHO (in eV) of the
M@Gr and M@COF complexes.

Complex Fe-Graphene Fe-COF
Potential 0 V -0.8 V 1 V 0 V -0.8 V 1 V
Fe@cy -0.35 0.05 0.25 -0.27 0.14 0.23

Fe@cy-IMD -0.01 0.45 0.69 -0.28 0.26 0.34
Fe@cy-Py -0.04 0.52 0.67 -0.03 0.33 0.50

Fe@cy-PMe3 -0.38 0.05 0.25 -0.42 0.09 0.34
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Figure S 5: The Gibbs free energy diagrams of extended systems (a) Fe@Gr-IMD, (b) Fe@COF-
IMD and (c) Fe@Gr-Py, (d) Fe@COF-Py, (e) Fe@Gr-PMe3, (f) Fe@COF-PMe3
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Figure S 6: The Gibbs free energy diagrams of molecular complexes (a) Fe@por-IMD, (b)
Fe@pth-IMD, (c) Fe@por-Py, (d) Fe@pth-Py, (e) Fe@por-PMe3, (f) Fe@pth-PMe3
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Table S2: The calculated binding energies difference between ∆GCO↑- ∆G∗CHO (in eV) of the
M@por and M@pth complexes.

Complex Fe-Porphyrin Fe-Phthalocyanine
Potential 0 V -0.8 V 1 V 0 V -0.8 V 1 V
Fe@cy -0.07 0.33 1.33 0.22 0.62 1.62

Fe@cy-IMD 0.01 0.41 1.41 -0.31 0.09 1.09
Fe@cy-Py -0.29 0.11 1.11 -0.35 0.05 1.05

Fe@cy-PMe3 -0.43 -0.03 0.97 -0.65 -0.25 0.75

towards the formation of post-CO products (CH3OH and CH4) will be high at an applied potential

of -1 V vs SHE.

Table S3: The reaction free energy difference of the second and the sixth PCET steps (in eV) of the
proposed mechanism (Figure 5a in maintext), the product selectivity and the potential determining
step (PDS) at -0.8 V vs SHE and 6.8 pH are shown here for Fe@por/pth with the different axial
ligands (IMD, Py and PMe3). The data representing por and pth correspond to the macrocyclic
complexes without the axial ligand. The energy difference for the second and the sixth PCETs are
found to influence the product selectivity of the catalysts mainly. The greater the endothermicity of
the second step, the more will be the preference for post-CO product formation. On the other hand,
an increase in exothermicity for the sixth step will favor the selectivity towards CH3OH formation.

Complexes ∆GCO↑- ∆G∗CHO ∆GCH3OH- ∆GCH4↑+∗O Major Products PDS(RDS)
Fe-Porphyrin

Fe@por 0.33 0.33 CO ∗COOH (∗COOH)
Fe@por-IMD 0.41 -0.11 CH3OH ∗CHO (∗CHO)
Fe@por-Py 0.11 -0.20 CH3OH ∗CHO (∗CHO)
Fe@por-PMe3 -0.03 -0.56 CO ∗COOH (∗COOH)

Fe-Phthalocyanine
Fe@pth 0.62 -0.19 CO ∗COOH (∗COOH)
Fe@pth-IMD 0.09 -0.51 CH3OH ∗COOH (∗COOH)
Fe@pth-Py 0.05 -0.57 CH3OH ∗COOH (∗COOH)
Fe@pth-PMe3 -0.25 -0.84 CO ∗COOH (∗COOH)
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Table S4: The calculated ∆G∗H binding energies (in eV) of the different axial ligands (X) with
the molecular catalysts and extended systems. It is evident from the binding energies exhibit an
endothermic behavior (≥ 0.5), which means HER is unfavorable.

Complex Porphyrin Phthalocyanine
Metals Por Py IMD PMe3 Pth Py IMD PMe3

Fe 0.68 0.73 0.46 0.91 0.37 0.79 0.72 1.06
Co 0.72 0.64 0.61 0.62 0.57 0.68 0.61 0.62
Ni 1.4 1.25 1.26 1.2 1.77 1.26 1.20 0.94

Complex Graphene (Gr) COF
Metals Gr Py IMD PMe3 COF Py IMD PMe3

Fe 0.91 0.39 0.30 0.78 0.72 0.53 0.47 0.93
Co 0.50 0.54 0.51 0.53 0.71 0.63 0.61 0.61
Ni 1.66 1.27 1.19 1.09 1.37 1.05 1.06 1.06

IV. Kinetic Analysis with Microkinetic Modeling

To understand the CO2R catalyst’s kinetic activity and selectivity, we have used the microkinetic

model18,28–33 and the kinetic analysis is done using the CATMAP package,34 which calculates

the reaction rate and coverages using the Newton-root finding algorithm. A convergence tolerance

value of 10−25 are used, with a decimal precision of 100. We have plotted the unified activity

volcano plot for CO2 to CH3OH and CH4 formation in Figure 6 in the main text.

The CO2R reaction follows a multistep reaction mechanism. The elementary steps considered

in the model are described as follows:

* + CO2 + H++ e−
k1⇀↽

k−1

*COOH (∆G1 )

∗COOH + H++ e−
k2⇀↽

k−2

∗CO + H2O (∆G2 )

∗CO + H++ e−
k3⇀↽

k−3

∗CHO (∆G3 )

∗CHO + H++ e−
k4⇀↽

k−4

∗ OCH2 (∆G4 )

∗OCH2 + H++ e−
k5⇀↽

k−5

∗ OCH3 (∆G5 )

∗OCH3 + H++ e−
k6⇀↽

k−6
CH3OH (∆G6 ) for methanol formations (or)

∗OCH3 + H++ e−
k6⇀↽

k−6
CH4 ↑+∗O (∆G6 ) for methane formations
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∗O + H++ e−
k7⇀↽
k7

∗OH (∆G7 )

∗OH + H++ e−
k8⇀↽
k8

H2O + * (∆G8 )

* + H+ + e−
k9⇀↽

k−9

∗H (∆G9 )

∗H + H+ + e−
k10⇀↽

k−10
H2(g) + * (∆G10 )

∗H + ∗H
k11⇀↽

k−11
H2(g) + 2* (∆G11 )

Here, * represents catalyst surface site. The ki and k−i denote the rate constants for each of the

steps. The rate for each electrochemical step is denoted based on the following eq 13.

r = k+iΠθreact preact − k−iΠθprod pprod (13)

Here, the forward and backward reaction steps are indicated by the + and - marks. k+i =

A∗ e(
−∆Ga+

kBT ) and k− = A∗ e(
−∆Ga−

kBT ) are the rate constants of the reaction.

We have used the steady state approximation to solve the rate-equations numerically. The

following constraints have been considered from site conservation:

∂θi

∂ t
= 0 (14)

θ∗ +θ∗COOH +θ∗CO +θ∗CHO +θ∗OCH2 +θ∗OCH3 +θCH3OH +θ∗O +θ∗OH +θCH4 = 1 (15)

Using the transition state theory (TST), the pre-exponential factor A becomes kBT
h (h is the

Planck constant, kB is the Boltzmann constant, and T is the temperature (300 K). Based on har-

monic transition state theory, prefactors (A) for all the steps are taken to be 1013. ∆Ga+ and ∆Ga−

are the free energy activation barriers. The electron transfer at the transition state is assumed to

be 0.5. In the previous reports with the single atom catalysts and metal-doped COF, the kinetic
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barriers for CO2 reduction are found to have minimal effect on the reaction kinetics and are appro-

priately determined by the reaction free energy values.35 The free energy calculations show that

the formation of *COOH or *CHO intermediate has the highest endothermicity. However, under an

applied potential, the endothermicity reduces. Using the potential dependent Gmax(η) descriptor,

we have found that these steps also correspond to the rate-determining steps. For all the following

steps, the reaction-free energy values are downhill.21,35

The proton-coupled electron (pe) free energy calculated during the electrochemical reaction

steps is using the CHE method. As per the CHE method, the pe pair is defined as a fictitious gas

molecule. The CHE method represents the free energy of a pe pair at 0V vs SHE as equivalent

to half of the free energy of the molecular H2 gas. The free energy of the molecular H2 gas is

calculated using DFT. Following the Nernst and CHE approximation, the free energy correction

due to the applied potential and pH is performed to account for the effect of the applied potential

and solvent pH.

For the metal (211) surfaces, we have used the BEP (Bell–Evans–Polanyi) relations as reported

in ref30 to determine the transition barriers for the electrochemical steps.

In the unified activity volcano graphs, the catalyst activity is represented by the TOF (Turnover

Frequency). TOF is the number of specific catalytic activities with respect to per active site and

per unit time. The catalyst activity in Figure 6 (main text) at an applied potential of -0.8 V vs

SHE and pH 6.8 is represented in a logarithmic scale with respect to Cu (211) surface activity.36,37

The concentration of the gaseous reactants and the products are considered as follows: The partial

pressure of CO2 is 1 atm, CH3OH is 0.1 atm, H2 is 0.1 atm, and CH4 is 0.1 atm.
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V. The potential dependent Gmax(η) calculations

The free energy span model Gmax(η) introduced by Over and Exner for screening the electrocata-

lysts,38–41 have been used to perform the kinetic analysis of the reaction steps. The CO2R reaction,

beyond the two-step CO production, involves the following nine reaction steps. The corresponding

free energy values ∆Gi (i from 1 to 8) are given in section IV.

GM(U) = 0

G∗COOH(U) = ∆G1 −1× e×U

G∗CO(U) = ∆G1 +∆G2 −2× e×U

G∗CHO(U) = ∆G1 +∆G2 +∆G3 −3× e×U

G∗OCH2(U) = ∆G1 +∆G2 +∆G3 +∆G4 −4× e×U

G∗OCH3(U) = ∆G1 +∆G2 +∆G3 +∆G4 +∆G5 −5× e×U

GCH3OH(U) = ∆G1 +∆G2 +∆G3 +∆G4 +∆G5 +∆G6 −6× e×U(For CH3OH)

G∗O(U) = ∆G1 +∆G2 +∆G3 +∆G4 +∆G5 +∆G6 −6× e×U (For CH4)

G∗OH(U) = ∆G1 +∆G2 +∆G3 +∆G4 +∆G5 +∆G6 +∆G7 −7× e×U

GCH4(U) = ∆G1 +∆G2 +∆G3 +∆G4 +∆G5 +∆G6 +∆G7 +∆G8 −8× e×U

we have used these nine intermediates reaction free energy equations to generate the 36 free

energy spans as given below, based on the reaction free energy span model defined in this refer-

ences38–41

1. GCH4(U) - G∗OH(U) 2. GCH4(U) - G∗O(U) 3. GCH4(U) - G∗OCH3(U) 4. GCH4(U) -

G∗OCH2(U) 5. GCH4(U) - G∗CHO(U) 6. GCH4(U) - G∗CO(U) 7. GCH4(U) - G∗COOH(U) 8. GCH4(U)

- GM(U) 9. G∗OH(U) - G∗O(U) 10. G∗OH(U) - G∗OCH3(U) 11. G∗OH(U) - G∗OCH2(U) 12. G∗OH(U)

- G∗CHO(U) 13. G∗OH(U) - G∗CO(U) 14. G∗OH(U) - G∗COOH(U) 15. G∗OH(U) - GM(U) 16.

G∗O(U) - G∗OCH3(U) 17. G∗O(U) - G∗OCH2(U) 18. G∗O(U) - G∗CHO(U) 19. G∗O(U) - G∗CO(U)

20. G∗O(U) - G∗COOH(U) 21. G∗O(U) - GM(U) 22. G∗OCH3(U) - G∗OCH2(U) 23. G∗OCH3(U) -

G∗CHO(U) 24. G∗OCH3(U) - G∗CO(U) 25. G∗OCH3(U) - G∗COOH(U) 26. G∗OCH3(U) - GM(U) 27.

G∗OCH2(U) - G∗CHO(U) 28. G∗OCH2(U) - G∗CO(U) 29. G∗OCH2(U) - G∗COOH(U) 30. G∗OCH2(U)
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- GM(U) 31. G∗CHO(U) - G∗CO(U) 32. G∗CHO(U) - G∗COOH(U) 33. G∗CHO(U) - GM(U) 34.

G∗CO(U) - G∗COOH(U) 35. G∗CO(U) - GM(U) 36. G∗COOH(U) - GM(U)

The rate-determining step (rds) is obtained from the Gmax(η) values as calculated using the

below eq. The rds corresponds to the reaction span with the highest Gmax(η) value. Gmax(η) =

maxGspan#k(U),K = 1, ...,n

Here, n represents the total no of free energy spans.

By comparing the reaction free energy spans for Fe@Gr and Fe@COF with and without the

axial ligands, the reaction steps with the highest and second highest free energy span at -0.8 vs

SHE and pH 6.8 are shown in Table S5.

We have found that either the * + CO2 → *COOH formation or *CO → *CHO forms the

rate-determining steps (rds).

Table S5: The calculated highest Gmax energies values (eV) for Fe@Gr and Fe@COF complexes.

Complex Fe@Gr Fe@COF
Potential -0.8 V -0.8 V

IS *COOH *CHO *COOH *CHO
Fe@cy 0.50 -0.01 0.49 -0.12

Fe@cy-IMD 0.01 0.17 0.29 0.33
Fe@cy-Py 0.05 0.13 0.22 0.30

Fe@cy-PMe3 0.30 0.31 0.35 0.36

[IS means intermediate step]

Table S6: The calculated highest Gmax energies values (eV) for Fe@por and Fe@pth complexes.

Complex Fe@Por Fe@pth
Potential -0.8 V -0.8 V

IS *COOH *CHO *COOH *CHO
Fe@cy 0.49 -0.28 1.09 -0.69

Fe@cy-IMD 0.29 0.47 0.57 0.54
Fe@cy-Py 0.56 0.71 0.62 0.54

Fe@cy-PMe3 0.69 0.54 0.86 0.64

[IS means intermediate step]
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VI. Orbital Interaction Diagrams of M-CO Intermediate

Figure S 7: The orbital interaction diagram of M-CO intermediate with the pyridine and trimethyl
phosphine as an axial ligand.(a) Fe@por-PyCO (b) Fe@por-PMe3CO respectively.

[Here, the involved molecular orbitals corresponding to the formation and stabilization of M-

CO intermediate.]
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VII. Structural Details of Porphyrin-based Catalysts

Table S7: The metal porphyrin complexes calculated bond length (Å) of M-N (average M-N
distance), M-Ax (axial ligands), M-C and C-O (M-CO intermediate), bond angle of ̸ M−CO.

Complex M-N M-Ax M-C C-O ̸ M-CO
Fe@por 2.00
Fe@por-Py 2.00 1.92
Fe@por-IMD 2.00 1.92
Fe@por-PMe3 2.00 2.16
Fe@porCO(L)a 2.01 1.72 1.17 179.04
Fe@porCO(B) 2.02 2.04 1.15 156.50
Fe@por-PyCO 2.02 2.09 1.75 1.17 179.11
Fe@por-IMDCO 2.02 2.05 1.75 1.17 178.87
Fe@por-PMe3CO 2.02 2.34 1.78 1.17 177.62
Co@por 1.99
Co@por-Py 2.00 2.23
Co@por-IMD 2.00 2.17
Co@por-PMe3 2.00 2.41
Co@porCO(L) 2.01 1.92 1.15 177.38
Co@porCO(B)a 2.01 1.93 1.15 158.91
Co@por-PyCO 2.02 2.09 1.75 1.17 179.11
Co@por-IMDCO 2.07 1.98 1.74 1.16 179.13
Co@por-PMe3CO 2.07 2.28 1.77 1.16 178.42
Ni@por 2.07 1.97 1.15 178.22
Ni@por-Py 2.05 2.09
Ni@por-IMD 2.06 2.06
Ni@por-PMe3 2.05 2.34
Ni@porCO(L) 2.05 1.91 1.14 178.08
Ni@porCO(B)a 2.05 1.97 1.14 170.97
Ni@por-PyCO 2.06 2.18 2.13 1.14 177.26
Ni@por-IMDCO 2.06 2.13 2.15 1.14 175.83
Ni@por-PMe3CO∗ 2.06 2.35 3.23 1.14 120.18

[* Not adsorbed on M complex, (L)-Linear Mode, (B)-Bent Mode and a More stable structure]
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VIII. Structural Details of Phthalocyanine-based Catalysts

Table S8: The metal phthalocyanine complexes calculated bond length (Å) of M-N (average M-N
distance), M-Ax (axial ligands), M-C and C-O (M-CO intermediate), bond angle of ̸ M−CO.

Complex M-N M-Ax M-C C-O ̸ M-CO
Fe@pth 1.95
Fe@pth-Py 1.95 2.25
Fe@pth-IMD 1.95 2.20
Fe@pth-PMe3 1.94 2.19
Fe@pthCO(L) 1.95 1.73 1.16 179.71
Fe@pth-PyCO 1.96 2.10 1.77 1.16 179.45
Fe@pth-IMDCO 1.96 2.06 1.77 1.16 179.88
Fe@pth-PMe3CO 1.96 2.36 1.80 1.16 179.38
Co@pth 1.93
Co@pth-Py 1.94 2.23
Co@pth-IMD 1.94 2.18
Co@pth-PMe3 1.94 2.43
Co@pthCO(L) 1.95 1.95 1.15 171.11
Co@pth-PyCO 1.95 2.43 2.06 1.15 149.54
Co@pth-IMDCO 1.95 2.36 2.06 1.15 151.96
Co@pth-PMe3CO 1.96 2.28 1.88 1.15 179.85
Ni@pth 1.92
Ni@pth-Py 2.00 2.09
Ni@pth-IMD 2.00 2.06
Ni@pth-PMe3 1.96 2.56
Ni@pthCO∗ 1.91 3.39 1.14 103.93
Ni@pth-PyCO∗ 2.00 2.09 3.18 1.14 130.59
Ni@pth-IMDCO∗ 1.97 2.06 2.98 1.14 140.47
Ni@pth-PMe3CO∗ 1.92 2.95 3.21 1.14 106.49

[* Not adsorbed on M complex and (L)-Linear Mode.]
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IX. Bonding Energy Decomposition Analysis

The orbital interaction analysis shown in Figures 3 and 4 (in main text), and Figure S7 (in SI), and

the bonding energy decomposition analysis (in Table S9) have been done using the ADF (Ams-

terdam Density Functional)42 package. The M06L hybrid functional43 and DZP basis set44 has

been used to model the electronic structure of the compounds. The fragment molecular orbital

approach has been used to perform and analyze metal-bound CO intermediates.45 We have per-

formed spin-polarized calculations for all complexes and observed that the low-spin state is the

most stable conformation. Table S9 summarizes the BEDA results for Fe-CO intermediates. In

this method, ∆ETOT denotes the total interaction energy between the two fragments: substrate and

metal catalyst (active site). The total interaction energy is decomposed into the following energy

terms:

∆ETOT = ∆Eele +∆EPauli +∆EOrbInt (16)

Here, ∆Eele, represents electrostatic energy, ∆EPauli represents Pauli repulsion energy, and

∆EOrbInt represents orbital interaction energy.

In ∆ETOT ,the electrostatic effect (∆Eele) and orbital interaction energy (∆EOrbInt) are major

role in stabilizing M-CO intermediates. On the other hand, the Pauli repulsion factor accounts

for the destabilizing interaction between the CO ligand and the metal active site. The balanced

effect between these interaction energies provides the overall binding affinity of CO on the metal

active site. We found that Fe@porCO shows a greater electrostatic energy contribution (-4.42

eV) than Co@porCO (-2.94 eV) and Ni@porCO (-3.48 eV) intermediates. ∆EPauli is 6.34 eV for

Fe@porCO, which is slightly greater than the ∆EPauli values obtained for Co@porCO (4.04 eV)

and Ni@porCO (5.22 eV). The orbital interaction energy value is highest for Fe@por (-4.48 eV).

The orbital interaction stabilization reduces for both Co@porCO and Ni@porCO (-1.92 eV and

-1.83 eV, respectively).

Pauli’s repulsion will lead to a greater destabilization of the M-CO complex in Fe@por com-
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pared to both Co@por and Ni@por. However, the greater stabilizing effect from the electro-

static and orbital interaction terms increases the exothermicity of the M-CO binding energy in

the Fe@por. Both Co and Ni@por have low stabilization from electrostatic and orbital interaction,

leading to a reduction in the binding affinity of the M-CO complex compared to Fe@por. The

orbital interaction diagram in Figure 3 in the main text shows that compared to Fe@porCO, Ni

macrocyclic complex shows the presence of excess electrons in anti-bonding molecular orbitals of

the M-CO bond. This will result in increasing the repulsive interaction and reducing the binding

affinity of CO intermediate.

Table S9: Bonding Energy Decomposition Analysis Results

Energy (eV) Fe@porCO Co@porCO Ni@porCO
Electrostatic -4.42 -2.94 -3.48

Pauli 6.34 4.04 5.22
OrbInt -4.48 -1.92 -1.83

Total Bonding Energy -2.56 -0.82 -0.077

X. Molecular Dynamics Simulations

Ab initio molecular dynamics (AIMD) simulations are performed at variable temperatures (400

K, 500 K, 800 K) using Vienna Ab initio Simulation Package (VASP).1 Fe@COF with different

axial ligands is selected to perform the AIMD simulations. The Perdew-Burke-Ernzernhof (PBE)

functional5 is used to describe the electron exchange and correlation energies. AIMD simulations

are performed with a 20 Å× 20 Å× 20 Å, supercell size (Brillouin zone) with a Monkhorst-Pack

k-points of 2×2×1.4 The plane wave basis set is employed with an energy cut-off of 500 eV, and

the force convergence threshold energy is set to 10−3 eV/Å. The electronic convergence barrier

is set to 10−6 eV/Å.1 We have used the canonical ensemble (const. NVT) setup with the Nose-

Hoover thermostat algorithm to equilibrate the temperature throughout the simulations.46,47 The

AIMD simulations have been performed up to a timescale of 10 ps with a time interval of 1 fs.
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Figure S 8: (a) Illustrates the AIMD simulation of Fe@COF without axial ligand total energy and
temperature fluctuation plots (at the end of a 10 ps) (b) Fe@COF structural changes of before and
after AIMD simulations.

Figure S 9: (a) Illustrates the AIMD simulation of Fe@COF with IMD axial ligand total energy and
temperature fluctuation plots (at the end of a 10 ps) (b) The Fe@COF-IMD axial ligand M −Nax
average distance fluctuation of AIMD simulation, (c) Fe@COF-IMD structural changes before and
after AIMD simulation.
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Figure S 10: (a) Illustrates the AIMD simulation of Fe@COF with Py axial ligand total energy
and temperature fluctuation (at the end of a 10 ps), (b) The Fe@COF-Py axial ligand M −Nax
average distance fluctuation of AIMD simulation, (c) Fe@COF-Py structural changes before and
after AIMD simulation.

Figure S 11: (a) Illustrates the AIMD simulation of Fe@COF with PMe3 axial ligand total energy
and temperature fluctuation respectively. (at the end of a 10 ps), (b) The Fe@COF-PMe3 axial
ligand M −Nax average distance fluctuation of AIMD simulation, (c) Fe@COF-PMe3 structural
changes before and after AIMD simulation.
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To account for the non-covalent interactions, Grimme’s D3 zero damping method is considered.12

The solvent (water) interactions have been considered with the implicit solvent medium using the

VASPsol package.13,14

We have found that the axially ligated 2D-COFs show considerable stability up to 400 K.

Figure S8-S11 shows the initial and final structures obtained during the AIMD simulations and the

alternations in the metal-ligand bond distances. At 500 K and 800 K, the axial ligands are found to

get detached after 4 ps. At 400 K, we have observed that for Fe@COF-IMD, the metal-axial ligand

(Fe−Nax) bond distance is found to fluctuate between 2.01 to 2.45 Å, with the average value around

2.213 Å (Figure S9). We have found that the average metal-axial ligand (Fe−Nax) bond distance

in the imidazole-ligated COF obtained from the AIMD simulations at 400 K is elongated by 0.1

Å, in comparison to the experimentally observed crystal structure of imidazole ligated iron(II)

porphyrinate based COF at 100K temperature.48 Similar elongations at the bond distances are

observed for Fe@COF with Py and PMe3 as the axial ligands during AIMD simulations compared

to the optimized structures. The elongation in the bond distance is expected due to the temperature

dynamics at 400 K.

XI. Scaling Relations

Here, we show the scaling relations for SACs with and without axial ligands at zero applied poten-

tial in Figure S12. The ∗CO intermediate adsorption energies are found to linearly scale with other

intermediate adsorption energies, except for *OCH2, *COOH, and *CH2OH intermediates (COD

is found to be less than 0.3). SACs with axial ligands show different scaling relations w.r.t the

complexes without the axial ligand for most of the intermediates. The fitted parameters are given

in the figure inset.
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Figure S 12: Adsorbate scaling relations of SACs at zero applied potential
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