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1. Computational Details 

Born-Oppenheimer molecular dynamics (MD) and metadynamics (MTD) simulations were 

conducted using the DFTB+ 22.21 program. To run well-tempered metadynamics,2 we employed 

PLUMED 2.8.2.3,4 interfaced with DFTB+. In all simulations, a time step of 0.5 fs was selected, 

and the velocity Verlet driver was used. All MD and MTD trajectories were run for 100 ps. 

Berendsen thermostat (T = 298.15 K)5 was used with a time constant equal to 100 fs in MD and 

MTD simulations. Atomic positions and velocities were recorded every 20 steps. The 

GFN1‑xTB Hamiltonian6 was used. The convergence criterion for the self-consistent field (SCF) 

procedure was set to 10−6 Ha. During the SCF procedure, the Broyden mixing scheme7 was used 

along with the Divide-And-Conquer solver. Fermi filling of electronic states was used with the 

temperature 298.15 K. GBSA was used to model bulk solvent effects in all MD and MTD 

simulations (standard parameters for water were used).8 To construct an initial model system, we 

put a PhBr molecule on top of either Pd55, Pd79, or Pd140 nanoparticle (NP) at a distance enabling 

contact between van-der-Waals spheres around PhBr and the NP. The initial system was 

subjected to geometry optimization and subsequent MD to reach thermal equilibrium and sample 

atomic positions and velocities. 

Well-tempered metadynamics parameters were as follows. The distance between the C1 atom 

of the Ph group and the Br atom was selected as the collective variable. Atomic positions and 

velocities from MD snapshots with a time gap of no less than 10 ps were used as the initial states 

in the MTD runs. The bias factor, temperature, and initial hill addition frequency were set to 4, 

298.15 K, and 200, respectively. The width of the Gaussian-type bias potential (SIGMA) was 

0.01 nm. In the Pd79 system, the height of the bias potential (HEIGHT) was varied in decreasing 

order: 4.184, 4.184/2, 4.184/4, 4.184/6, 4.184/8 kJ/mol, given in the original units of the 
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program. After examining the output trajectories, it was found that while the value of 4.184/6 

kJ/mol allows observing an oxidative addition event in the Pd79 system in 5/6 cases after several 

10s of ps (Figure 1, main text), the value of 4.184/8 kJ/mol did not lead to an OA event. 

Therefore, HEIGHT equal to 4.184/6 kJ/mol was selected for final consideration. The same 

occurrence rate of OA events, 5 out of 6, was observed in the Pd55 system. In contrast, only one 

OA event was observed in the Pd140 system within 100 ps of sampling, attributed to the increased 

size of the configuration space. 

To obtain initial geometries for DFT calculations, the XTB ASE9 calculator was used. The 

same GFN1-xTB Hamiltonian was used for this purpose. Starting geometries of the final and 

initial states in these semi-empirical calculations were obtained by taking snapshot structures 

closest to a transition state in an MTD trajectory and optimizing the geometries after perturbing 

the near-TS structure in two opposite directions along the reaction coordinate. The electronic 

temperature of the XTB calculator was set to 300.0 K. 

In the calculations with the semi-empirical GFN1-xTB method, the BFGS algorithm with a 

line search mechanism (BFGSLineSearch) was used with the convergence criterion equal to 0.01 

eV/Å for the maximal force component to optimize the initial and final states. Initial transition 

state structures were determined using the scaled dynamic NEB algorithm (DyNEB).10 9 images 

were used in all NEB calculations. After an initial DyNEB run with the convergence criterion 

equal to 0.1 eV/Å for the maximal force component, the climbing-image procedure was initiated 

with the following parameters. The spring constant value was 1.0 eV/Å. The FIRE algorithm11 

was used for geometry optimization with the threshold for the geometry step equal to 0.01 Å 

(maxstep = 0.01) and the convergence criterion of 0.03 eV/Å for the maximal force component. 

The DyNEB parameters scale_fmax and fmax were set to 2.0 and 0.01 eV/Å, respectively. 
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All obtained PES minima and saddle points were subjected to vibrational frequency analysis 

(delta = 0.01 Å, nfree = 2). In all minima, no imaginary modes were found, except for occasional 

minor (< 10i cm−1) artifact modes corresponding to the translation or rotation of the system as a 

whole. In all transition states, only one imaginary mode corresponding to the vibration along the 

reaction coordinate was found, except for the occasional minor artificial translational or 

rotational modes mentioned above. 

Spin-polarized DFT calculations with the revPBE functional 12 were performed in the VASP 

6.3.2 program.13 This GGA functional was selected due to the previously demonstrated accuracy 

of GGA functionals in predicting metal cohesive energies, bond lengths, and bulk moduli, which 

generally surpass that of hybrid functionals, 14 as well as on the proven accuracy of revPBE in 

predicting the chemisorption energetics of atoms and molecules on transition-metal surfaces. 15 

The D3 dispersion corrections with the Becke-Johnson damping functions were used.16,17 The 

energy cutoff for the plane-wave basis set was equal to 415.0 eV. The PAW method 18 was used 

to model core electron density. The Fermi-Dirac smearing was employed with the smearing 

width parameter equal to 0.03 eV. SCF and ionic relaxation convergence criteria were set to 10−5 

eV and 0.01 eV/Å for the maximal force component. The ALGO and PREC parameters were set 

to “Normal.” The symmetry consideration was switched off (ISYM = −1). The FIRE algorithm 

implemented in the VTST tools was employed. Non-spherical contributions related to electron 

density gradient in PAW spheres were included (LASPH = .TRUE.). All systems were treated as 

orthorhombic with cell vectors equal to 22.1, 26.1, and 21.1 Å (so that the largest system among 

those considered was separated from its periodic images by no less than 10.0 Å). 

The final structures of transition states were optimized at the DFT level using the DIMER 

method implemented in the VTST tools.19–22 During this procedure, structures initially optimized 
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using GFN1-xTB were taken as starting points, and the vectors of the imaginary mode from the 

semi-empirical calculations were used to set the initial direction along the dimer. After each TS 

optimization, we perturbed the structure of the TS in opposite directions along the reaction 

coordinate and then subjected the perturbed structures to geometry optimization to re-evaluate 

(and correct, if necessary) the structures of the initial and final states. The ionic relaxation 

convergence criterion was set to 0.03 eV/Å for the maximal force component. All other 

parameters in the DIMER calculations were set to the same values as stated above. All found 

saddle points were subjected to vibrational frequency analysis. No significant imaginary modes 

were found except those representing the vibrations along the reaction coordinate (TS modes). 

Among occasional insignificant imaginary modes, only those related to translational or rotational 

motion of the system as a whole or those related to slight under-relaxation of ionic positions (< 

20 cm−1) were found. As long as a reasonably tight convergence criterion was used during the 

geometry optimizations, these spurious modes were disregarded. 

Thermochemical calculations were conducted employing the GFN1-xTB Hamiltonian and the 

single-point Hessian (SPH) method23 implemented in the xtb program.8 For each species A, its 

Gibbs free energy was calculated according to the equation: 

𝐺!"#$ = 𝐸!
%&,()* + ∆𝐺!+,- + ∆𝐺!./&" + ∆𝐺012./&, 

Where 𝐸!
%&,()*  is the full electronic energy of system A, including dispersion corrections, 

computed with the selected DFT methodology; ∆𝐺!+,- includes all enthalpic and entropic SPH 

corrections—rotational, translational, and harmonic vibrational—at the selected temperature 

(298.15 K); ∆𝐺!./&" is the free energy of solvation in water computed using the GBSA model8 as 

described below; ∆𝐺012./& is the term equal to 1.89 kcal/mol, corresponding to the change in free 

energy upon the transition of the system from ideal gas to 1M solution. It should be noted that 
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low-frequency vibrational modes computed within the SPH approach are treated as quasi-

rotations within a widely used model for vibrational entropy, the use of which is associated with 

increased accuracy in thermochemical calculations.24 The ∆𝐺!./&" term was computed as follows: 

∆𝐺!./&" = 𝐸!1)34215+! − 𝐸!1)34, 

Where 𝐸!1)34215+! is the single-point energy of A computed with GFN1-xTB, and the GBSA 

model applied; 𝐸!1)34 is the energy of A optimized in vacuum using GFN1-xTB. 
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2. The Results of the Metadynamics Simulations of the PhBr Oxidative Addition to Pd 

Nanoparticles 

 
Figure S1. Collective variable (C-Br distance) evolution during the metadynamics simulations of 

the Pd55 system; (b) Free energy profiles obtained from the metadynamics runs. 
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Figure S2. Collective variable (C-Br distance) evolution during the metadynamics simulation of 

the Pd140 system; (b) Free energy profile obtained from the metadynamics run. 
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3. Free (Activation) Energies of the PhBr Oxidative Addition to Pd Complexes and 

Nanoparticles 

 
 
Table S1. Model mechanism of oxidative addition and free (activation) energies of the 

corresponding elementary steps in kcal/mol. 

 

System ∆𝐺𝟏→𝟏! ∆𝐺𝟏!→𝑻𝑺𝟏
‡  ∆𝐺𝟏!→𝟐 ∆𝐺𝟏→𝟐 ∆𝐺𝟐→𝟑 ∆𝐺𝟏!→𝟑 

Pd55 ed   

  

7.5 −6.0   

  

  

  

  

  

Pd55 ver 9.2 −18.0 

Pd79 ed-ed −49.7 6.0 −3.8 −53.5 −7.1 −10.8 

Pd79 fac-ed −48.1 11.4 1.9 −46.2 −14.3 −12.4 

Pd79 fac −46.9 13.4 3.2 −43.7 −16.8 −13.6 
Pd140 ed   3.9 −9.7     

  

  

  

  

  

  

  

L = NEt3 −12.0 9.7 −20.8 −32.9 

L = PMe3 5.0 7.6 −32.1 −27.0 
L = PPh3 −1.9 11.5 −25.4 −27.2 
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