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S1 The indicators used to assess LLMs
We evaluated the LLM’s capabilities using various metrics including Massive Multi-task Lan-
guage Understanding (MMLU), Multi-level multi-discipline chinese evaluation (C-Eval), GSM8K,
BIG-Bench-Hard (BBH), and Measuring massive multitask language understanding in Chinese
(CMMLU). These metrics collectively provide a thorough assessment of a model’s proficiency, en-
compassing linguistic understanding, mathematical reasoning, contextual comprehension, multi-
modal integration, and the application of CoT, which examines the fluency of LLMs’ integration
with external tools. This evaluation framework emphasizes the diverse and essential skills a model
needs to effectively tackle complex real-world problems.

• Massive Multi-task Language Understanding, MMLU represents a comprehensive
and multifaceted initiative that aims to evaluate and enhance the performance of language
models across a broad range of linguistic challenges, providing an extensive evaluation of
global knowledge and problem-solving abilities.

• Multi-level Multi-discipline Chinese Evaluation, C-Eval tests models in scenarios that
necessitate an understanding of subtle context, which is crucial for applications involving
natural language understanding and generation.

• Grade School Math 8K, GSM8K is a widely recognized test set designed to assess the
mathematical capabilities of language models. It comprises problems that require 2-8 steps
of basic mathematical operations to test the models’ multi-step mathematical reasoning.

• BIG-Bench-Hard, BBH evaluates language models’ capabilities in applying Chain of
Thought to humanistic knowledge. It measures how effectively a model can navigate through
complex humanistic concepts and ideas, emphasizing its ability to perform sequential reason-
ing that mirrors human-like understanding in tasks with cultural and historical depth.

• Measuring massive multitask language understanding in Chinese, CMMLU is a
comprehensive Chinese evaluation benchmark specifically used to evaluate the knowledge and
reasoning capabilities of language models in the Chinese context. CMMLU covers 67 topics
from basic subjects to advanced professional levels.
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Model MMLU
(5-shot)

C-Eval
(5-shot)

GSM8K
(8-shot)

BBH
(3-shot) CMMLU

LLaMA2-7B 46.8 32.5 16.7 38.2 31.8
LLaMA2-13B 55.0 41.4 29.6 45.6 38.4
LLaMA2-32B 62.6 - 42.2 44.1 -
ChatGLM2-6B 47.9 51.7 32.4 33.7 -
InterLM-7B 51.0 53.4 31.2 37.0 51.8
InterLM-20B 62.1 58.8 52.6 52.5 59.0
Baichuan2-7B 54.7 56.3 24.6 41.6 57.1
Baichuan2-13B 59.5 59.0 52.8 49.0 62.0
Yi-34B 76.3 81.8 67.9 66.4 85.6
Qwen-1.8B 45.3 56.1 32.3 22.3 52.1
Qwen-7B 58.2 63.5 51.7 45.0 62.2
Qwen-14B 66.3 72.1 61.3 53.4 71.0
Qwen-72B 77.4 83.3 78.9 67.7 83.6

Table S1: Performance of Different Models on Various Benchmarks
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S2 Fine-tuning techniques and procedures
In our experiments, we explored two distinct fine-tuning methodologies for LLMs. The first ap-
proach involved techniques such as quantization to enable the operation of a 14-billion-parameter
model within a 24GB GPU environment. The second approach was direct fine-tuning without
additional quantization techniques.

For our experiments, we selected a model with 14 billion parameters. We applied Low-Rank
Adaptation (LoRA) by incorporating low-rank matrices into the fully connected layers. The pa-
rameter details are presented in Table S2.

Total Parameters Trainable Parameters Percentage of Total
14,209,134,120 41,843,040 ≈ 0.294%

Table S2: Parameter quantity of the 14-billion-parameter model

The fine-tuning process, including quantization, was performed on a dataset of 200 entries with
a batch size of 2 and completed within an hour. This serves as a reference for estimating the
time required to fine-tune larger datasets under similar computational constraints. This method
is a viable solution for managing large model training on hardware with limited memory without
significantly compromising precision.

Before Quantization After 4-bit Quantization
During loading 14 × 109 × 4 bytes 14 × 109 × 0.5 bytes
During computation 14 × 109 × 2 bytes
Memory Consumption ≈ 56 GB ≈ 7 GB during loading

Table S3: Memory usage before and after quantization

Leveraging a single GeForce RTX 4090 with 24GB of VRAM for fine-tuning a 14-billion-
parameter model, we initially applied quantization to reduce the memory usage and accelerate
inference, though at the potential cost of precision loss. During loading, the model was quantized
to 4-bit precision and subsequently converted to 16-bit for computations. Post-loading, neither the
original nor the quantized weights were retained in memory.

The fine-tuning without quantization approach utilized LoRA under the deepspeed’s ZeRO-3
optimization. We employed three GeForce RTX 4090 GPUs, each with 24GB of memory, which
allowed the fine-tuning of the model on a dataset of over 4,000 entries. The process took approx-
imately seven hours to complete. This serves as a reference for estimating the time required to
fine-tune larger datasets under similar computational constraints.

Both fine-tuning methodologies proved to be effective, demonstrating the practical applicability
of our approaches to large-scale model optimization.
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S3 Chemistry related indicators and examples
We assessed the chemistry ability of the LLMs using the chemistry test questions from C-Eval,
which comprises multiple discipline questions in multiple levels in Chinese (Section S1). This test
was completed in Chinese since SynAsk’s original language is Chinese. However, we acknowledge
that with the LLMs’ powerful language ability, testing of the LLMs with different major languages
in the world would reach close results.

We provide a set of example questions for the chemistry question in C-Eval at multiple levels.
Sections Section S3.1, Section S3.2, and Section S3.3 refers to the chemistry questions at college,
high school and middle school levels, respectively. The dataset format consists of multiple-choice
questions and answers. The Prediction contains the answers predicted by three models: SynAsk,
Qwen1.5-14B-Chat, and Qwen-14B-Chat.
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S3.1 C-Eval (College Chemistry)

Problem:
以下是中国关于大学化学考试的单项选择题，请选出其中的正确答案。
下列说法中，正确的是：

(A) 单质的焓为零

(B) 反应的热效应就是该反应的摩尔焓变

(C) 单质的摩尔生成焓为零

(D) 由最稳定单质生成1 mol化合物时，该化合物的标准摩尔生成焓 ∆fH
e
m 等于该生成反

应的 ∆rH
e
m

English translation:
The following are single-choice questions on university chemistry exams in China. Which of
the following statements is correct?

(A) The enthalpy of an element is zero

(B) The heat of reaction is equal to the molar enthalpy change of the reaction

(C) The molar enthalpy of formation of an element is zero

(D) When 1 mole of a compound is formed from the most stable elements, the standard
molar enthalpy of formation ∆fH

e
m of the compound is equal to the standard molar

enthalpy of reaction ∆rH
e
m of the formation reaction

Answer: D

Predictions:

SynAsk: D

Qwen1.5-14B-Chat: C

Qwen-14B-Chat: C
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S3.2 C-Eval (High School Chemistry)

Problem:
以下是中国关于高中化学考试的单项选择题，请选出其中的正确答案。
下列说法中，正确的是：
在一定温度下的恒容密闭容器中，当下列哪些物理量不再发生变化时，表明下述反应：
A(s) + 2B(g) ⇌ C(g) + D(g) 已达到平衡状态：
①混合气体的压强
②混合气体的密度
③B的物质的量浓度
④气体的总物质的量
⑤混合气体总质量

(A) ②③⑤

(B) ①②③

(C) ②③④

(D) ①③④⑤

English translation:
The following are single-choice questions on high school chemistry exams in China. Please
select the correct answer.
Which of the following statements is correct?
In a constant-volume sealed container at a certain temperature, when which of the following
physical quantities no longer change, it indicates that the following reaction:

A(s) + 2B(g) ⇌ C(g) + D(g)

has reached equilibrium:

① Pressure of the mixed gases

② Density of the mixed gases

③ Concentration of substance B

④ Total amount of gas

⑤ Total mass of the mixed gases

(A) ②③⑤

(B) ①②③

(C) ②③④

(D) ①③④⑤
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Answer: A

Predictions:

SynAsk: A

Qwen1.5-14B-Chat: ②③⑤

Qwen-14B-Chat: A

It is noted while Qwen1.5-14B-Chat provides with the right answer, it predicts with the context
of the answer directly without showing the correct choice “A".
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S3.3 C-Eval (Middle School Chemistry)

Problem:
以下是中国关于初中化学考试的单项选择题，请选出其中的正确答案。
下列有关实验现象的描述正确的是：

(A) 硫在氧气中燃烧发出淡蓝色火焰

(B) 无色酚酞试液遇稀盐酸变成红色

(C) 硫酸铜溶液和氢氧化钠溶液反应会产生蓝色沉淀

(D) 红磷在空气中燃烧产生白雾

English translation:
The following are single-choice questions on junior high school chemistry exams in China.
Please select the correct answer.
Which of the following descriptions about experimental phenomena is correct?

(A) Sulfur burns with a pale blue flame in oxygen

(B) Colorless phenolphthalein turns red when mixed with dilute hydrochloric acid

(C) The reaction between copper sulfate solution and sodium hydroxide solution produces
a blue precipitate

(D) Red phosphorus burns in air to produce white smoke

Answer: C

Predictions:

SynAsk: C

Qwen1.5-14B-Chat: C

Qwen-14B-Chat: C
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S4 Reaction yield prediction results
For the nucleophilic aromatic substitution (SNAr) reaction case study, to address the generaliz-
ability of the HTE substrate sampling, we developed a novel method designed to mimic real-world
scenarios and generalize to more complex reactions across a broader chemical landscape. This
approach involves projecting literature and patented reactions into chemical space, followed by vir-
tual compound generation, dimensionality reduction, clustering, virtual compound filtering, and
stratified sampling. The selected substrates (77 amines and 64 halides) are shown in Figure S1.

Figure S1: The 77 amines (left) and 64 halides (right) used for SNAr reaction HTE substrate
sampling.

We compared our experimental validations with the model predictions for test datasets across
four major reaction models: SNAr, Suzuki cross-coupling, Buchwald-Hartwig cross-coupling, and
amide coupling, as shown in Figure S2. These reaction models have been integrated into SynAsk
as in-house reaction model tools. These plots also provide MSE, MAE, and R2 values, further
demonstrating the accuracy and reliability of our models across a diverse range of reaction types.
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Figure S2: The experimental yield versus predicted yield for test datasets across four major
reaction models embedded in SynAsk.
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S5 Retrosynthetic pathway of selected target molecules
Figure S3, Figure S4, Figure S5 and Figure S6 shows numbers of retrosynthetic pathways generated
by SynAsk, which provide insights for synthetic chemists. The routes indicate the ability of SynAsk
in computer assisted synthetic planning (CASP).

We are developing strategies towards generation of more reasonable retrosynthetic pathways.
This will be published elsewhere, and integrated into SynAsk. Till now, no efforts were made to
experimentally validate the synthetic routes provided, and more synthetic routes to other target
molecules can be generated via command to SynAsk.

Figure S3: The synthetic route of the target molecule mitoquinone planned by SynAsk’s
retrosynthetic tool.
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Figure S4: The synthetic route of the target molecule L-778123 planned by SynAsk’s
retrosynthetic tool.

Figure S5: The synthetic route of the target molecule trotabresib planned by SynAsk’s
retrosynthetic tool.
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Figure S6: The synthetic route of the target molecule azaloxan planned by SynAsk’s
retrosynthetic tool.

13



S6 Examples of the SynAsk platform outputs versus other
LLMs

Figure S7: The first example of the outputs from the LLMs.
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Figure S8: The second example of the outputs from the LLMs.
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Figure S9: The third example of the outputs from the LLMs.
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