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1 Experimental

1.1 Materials

Silicon wafers used for ellipsometry were purchased from Silicon Valley Microelectronics
(USA). Silicon blocks (100 mm diameter, 10 mm thick) used for neutron reflectometry
where purchased from El-Cat Inc. (USA). Sodium hydroxide (NaOH) was purchased from
Chem-Supply. Surface fuctionalisation reagents (3-aminopropyl) triethoxysilane (APTES,
>99%), 2-bromoisobutyrate bromide (BIBB, >99%), and triethylamine (TEA, 99%) were
purchased from Sigma-Aldrich. Tetrahydrofuran (THF, >99%) was purchased from RCI
Labscan Ltd and was dried over 4Å molecular sieves prior to use. Methanol and ethanol
(AR grade) were purchased from Sigma-Aldrich and used as received. Ethanol was used
to clean the wafers/blocks. Methanol was used as a co-solvent for the polymerisation
reaction. Polymerisation reagents copper bromide (CuBr2, 99.999%), 2,2′-bipyridine
(bipy, 99%), 1,1,4,7,10,10-hexamethyltriethylene-tetramine (HMTETA, 97%), and reduc-
ing agent (+)-sodium L-ascorbate (>98%) were purchased from Sigma-Aldrich and used
as received. The following sodium salts were purchased from Sigma Aldrich and used
as received: acetate (CH3COO−), trifluoro-acetate (CF3COO−), chlorodifluoroacetate
(CClF2COO−), trichloroacetate (CCl3COO−). All glassware was washed thoroughly
in a 10% HNO3 acid bath for at least 24 h, followed by copious rinsing with Milli-Q
water (Merck Millipore, 18.2MΩ · cm at 25 ◦C). Milli-Q water was used throughout,
excluding NR experiments which used D2O. Halogenated acetic acid undergoes thermal
decomposition. However neither the salt nor free acid decompose in water.[1] Poly(N -
isopropylacrylamide) was purchased from Polysciences Inc. and used as received for all
turbidity measurements.

1.2 Computational techniques

1.2.1 þ calculation

Lone ions were optimised with MP2/aug-cc-pVQZ using the Gaussian16[2] program and
the alkyl halides with MP2/aug-cc-pVQZ using the ORCA 5.0[3] program. Partial charges
and þ values of these optimised structures were then calculated via a Density Derived
Electrostatic and Chemical (DDEC6) charge distribution analysis[4] using the approach
described by Gregory et al.[5] This choice in computational methodology has been val-
idated across multiple experimental results by Gregory et al.[5] The effect of changing
the decomposition method, functional, and basis set on these halo-acetate oxygen partial
charge trends is shown in Figure S1.

1.2.2 SAPT calculations

A detailed description of the methodology is described by Gregory et al. for amino-acid ion
interactions.[6] Briefly, for each ion-solvent and ion-NIPAM fragment combination, 1000
unique starting geometries between the two species were generated with Packmol.[7]
These underwent an initial optimisation using 3rd order density functional tight binding
(DFTB3)[8] including D3(BJ) dispersion corrections[9] and the 3ob-3-1 parameter set[10]
before unique geometries were reoptimised with M06-2X/aug-cc-pVDZ in the Gaussian16
program.[2] Symmetry Adapted Perturbation Theory[11–13] (SAPT) including electron
correlation at the couple cluster singles doubles (CCSD) level for each monomer in
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electrostatics and 3rd-order dispersion (SAPT2+3) [14–16] with an aug-cc-pVDZ basis set
was used on each optimised ion-solvent and ion NIPAM fragment structure. SAPT2+3
calculations employed the superposition of atomic densities [17, 18] as an initial guess to
calculate the electrostatic (elec), exchange(-repulsion) (exch), induction (ind), dispersion
(disp) and total interaction energy contributions at the M06-2X/aug-cc-pVDZ optimised
geometry. All SAPT calculations employed the Psi4 package.[19]

1.2.3 DFTB MD Simulations

Molecular Dynamics (MD) trajectories were calculated using the DFTB+ software package.[20]
Initial geometries for all MD trajectories consisted of a single NIPAM fragment and a single
cation-anion pair, and were solvated using Packmol.[7] MD simulations were performed
using 3rd order density functional tight binding (DFTB3-D3(BJ)/3ob-3-1) energies and
gradients, computed ‘on the fly’ at each MD timestep. Charge mixing was configured
with the Broyden method.[21] All MD trajectories were performed using constant volume
& temperature dynamics (i.e. NVT ensemble) via a Nosé-Hoover chain[22, 23] (NHC)
thermostat (chain-length = 3) at 300K with a coupling constant of 1000 cm−1. Cubic pe-
riodic boundary conditions (PBC) were enforced on all trajectories, with charges handled
via particle mesh Ewald summation. All MD trajectories were iterated using a timestep
of 1 fs, with coordinates and relevant information recorded every 10 fs. MD trajectories
are up to 500−700 ps in length and the spatial distribution functions were calculated from
a combined cube file from the 10 replicates of each anion subset using Travis.[24]

1.3 Synthetic protocols

1.3.1 Grafting of PNIPAM chains via surface-initiated ARGET ATRP

Fuctionalisation of planar silicon wafers with ARGET ATRP initiator moieties was con-
ducted using an experimental protocol we have previously reported.[25] Silicon (100)
wafers were cut into small pieces (∼ 1×2.5 cm2) before being UV-ozone cleaned for 30 min
using a Bioforce Nanosciences ProCleaner and rinsed in 10 wt% NaOH for 30 seconds.
The treated wafers were dried and placed in an open petri dish along with a 3 mL glass
vial containing ∼100µL APTES. The petri dish was then placed in a desiccator, which
was sealed and placed under vacuum. Vapour deposition was allowed to progress for
30 min before the wafers were removed and placed in an oven heated at 110 ◦C for 30 min.
The wafers were then functionalised by immersion in THF followed by sequential addition
of triethylamine (final concentration = 0.2 M) and BIBB (final concentration = 0.2 M),
allowing the surface reaction to proceed for 1 h. Finally, the initiator-functionalised silicon
wafers were rinsed extensively with ethanol and deionised water, before drying under a
stream of compressed air.

Following surface functionalisation with ATRP initiator groups, surface-initiated AR-
GET ATRP was employed to graft PNIPAM brushes from each wafer.[25] Briefly, a molar
ratio of 900:1.5:15:10 for PNIPAM:CuBr2:HMTETA:AscA was used. 1:2 v/v methanol/water
mixture was added with the final monomer-to-solvent mass ratio being 0.058/1. Each
PNIPAM-coated silicon wafer was rinsed thoroughly with ethanol and deionised water be-
fore drying under a stream of N2 gas. The kinetics of such surface-initiated polymerisations
differ from those for the analogous solution polymerisations[26, 27] and the determination
of molecular weight for the PNIPAM chains via brush degrafting is not feasible (owing to
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the small mass of recovered polymer). Thus, the brush grafting density was assumed to
be comparable to earlier brushes prepared using similar synthesis protocols.[25]

Table S1: Summary of PNIPAM dry brush thickness† for each brush investigated.
In situ
measurement

Ellipsometrically
determined dry
brush thickness
[Å]

NR determined
dry brush
thickness [Å]

Molecular
weight ‡ [g·mol−1]

Ellipsometry 651± 2.0 - 580 000
NR 232.0± 2.9 246.7± 0.3 170 700

†Uncertainty in ellipsometry measurement comes from standard deviation across multiple measurements
across the surface. Uncertainty in the value reported for neutron reflectometry thicknesses is the spread
of acceptable thickness derived from the Markov chain Monte Carlo (MCMC) fitting.
‡Estimated using equation from Brittain[28] using previously reported grafting densities.[25]

1.4 Characterisation techniques

1.4.1 Cloud point measurements

Cloud point measurements were performed on a Shimadzu UV-1900i spectrophotometer
with S-1700 Thermoelectric temperature controller to determine the LCST of ungrafted
PNIPAM in various electrolytes of 100mM, 250mM and 500mM. All PNIPAM samples
were made to a polymer concentration of 0.1wt% with MilliQ water. The reference
cell contained pure MilliQ at all times. Absorption measurements were taken using a
wavelength of 500 nm every 24 s whilst the temperature was increased from 20 ◦C to 45 ◦C
at 0.5 °C/min. The LCST was then calculated by finding the half-height between the two
plateau regions in the absorbance data.

1.4.2 Ellipsometry

Dry brush thickness for each brush was determined using a Nanofilm EP4 spectroscopic
imaging ellipsometer using a single wavelength (658 nm). Measurements were made at
five angles of incidence between 45◦ and 60◦. Dry brush thicknesses are summarised in
Table S1. Reported values are an average of multiple positions across the surface.

In situ aqueous ellipsometry measurements were conducted on a Nanofilm EP4 spec-
troscopic imaging ellipsometer. Measurements were conducted in a Nanofilm solid–liquid
fluid cell with optical glass windows at 65◦, mounted on a copper base plate with an in-
tegrated fluid heat exchanger. For spectroscopic measurements, ellipsometric parameters
were measured at 12 evenly spaced wavelengths between 400 nm and 910 nm.

A protocol for in situ ellipsometry brush experiments, including initial hydration and
establishment of reversible behaviour, is described in Robertson et al.[29] This protocol
was adopted here for the four sodium salts examined.

Ellipsometry data was modelled with the refellips software package,[30] as we have
previously described.[31] Here we employ a model analogous to our NR approach (de-
scribed below) using a four-component NR model. The interfacial structure consisted
of water (or air for dry measurements), polymer, silica, and silicon slabs, respectively,
each describing the refractive index, thickness, and solvent volume fraction within the
particular slab.
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The hydrated brush thickness was then converted into a swelling ratio (SR) to nor-
malise between samples of different dry brush thicknesses. The LCST of the PNIPAM
brush in each condition was determined by fitting a sigmoid function to the brush thickness
vs temperature data. The LCST was taken as the inflection point of the fitted sigmoid
curve.

1.4.3 Neutron reflectometry

Specular neutron reflectometry measurements were conducted on the Platypus time-
of-flight neutron reflectometer at the 20MW OPAL reactor (ANSTO, Lucas Heights,
Australia).[32] For dry measurements, reflectivity was collected at angles of incidence
of 0.65◦ and 3.0◦, yielding a Q-range of 0.008Å−1 to 0.26Å−1. For in situ (solvated)
measurements, a Q-range of 0.01Å−1 to 0.30Å−1 was achieved using angles of incidence
of 0.9◦ and 3.5◦. A constant 65mm footprint was maintained throughout. Choppers
1 and 3 were used for all measurements and a constant dQ/Q resolution of 8% was
maintained. A standard solid-liquid cell was used throughout, which was encased by
two temperature jackets controlled by a Julabo FP50-HE heater/chiller unit. Previous
reports demonstrate the suitability of this setup for polymer brushes.[29, 31, 33–35] All
measurements characterising the structure of the brush were made in D2O electrolytes
and measurements probing changes in the interfacial volume of electrolyte within the
brush were made in water contrast-matched to the SLD of PNIPAM (0.8×10−6Å−2, 19.7
vol% D2O, hence referred to as CM).[35] All in situ measurements were acquired in an
upward reflecting geometry, with temperature ramped from cold to hot. Temperatures
were chosen to capture the structure of the brush below (T < 32.5 ◦C), at (T = 32.5 ◦C)
and above (T > 32.5 ◦C) the reported LCST of PNIPAM in pure water.[33, 36] For all
electrolytes at 40 ◦C, the reflectivity of the brush was only measured at 0.9◦ due to time
constraints; however, this is more than sufficient to capture the collapsed profile of the
brush. Before exposing the brush to a new electrolyte identity, the brush was flushed with
at least 15mL of pure D2O at 15 ◦C.

All NR data were reduced and modelled using the refnx software package.[37] We have
previously shown that in the presence of various alkanoate ions (e.g., acetate), PNIPAM
exhibits a non-monotonic volume fraction (VF) profile.[31] Consistent with our previous
investigations,[31] we employ an identical model herein for the behaviour of a PNIPAM
brush in these halogenated acetate electrolytes. Briefly, the NR model consisted of two
main components: uniform slabs and a freeform piecewise cubic Hermite interpolating
polynomial (PCHIP). The slabs were employed to describe the solvent backing and the
silicon fronting, as well as the native oxide layer and the proximal polymer layer. The
4-knot PCHIP delineated the diffuse nature of the brush. From fronting to backing, the
model was comprised of silicon, silica, proximal polymer, diffuse polymer, and solvent.
Further details on this model are explored by Robertson et al. and Gresham et al.[31, 34]

For the analysis of all CM measurements, the model was analogous to that of the D2O
electrolytes; from fronting to backing the model consisted of silicon, silica, proximal salt,
and solvent slabs, with a freeform PCHIP describing the concentration gradient of salt
placed prior to the solvent slab. The SLD of the solvent was permitted to vary between
0.75×10−6Å−2 to 0.85×10−6Å−2 (initial set point = 0.8×10−6Å−2). The SLD of each salt
component was allowed to vary slightly around their calculated values, using molecular
volumes obtained from DDEC6 computations on MP2/aug-cc-pVQZ optimised structures
and wave function files. The ion VF profile was permitted to be non-monotonic and the
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extent of the profile was bounded by the extent of the polymer VF profile in the respective
D2O condition.

For both D2O and CM data sets, the objectives were initially optimised by multiple
differential evolution iterations, followed by subsequent sampling of the posterior distribu-
tion function by parallel-tempered Markov chain Monte Carlo (PT-MCMC) simulations.
All D2O results presented represent the median fit from the PT-MCMC sampling. Results
pertaining to the CM data set are taken as the median across all the samples. Errors are
the corresponding standard deviation. The brush thickness was then deduced from the
polymer VF profiles via twice the first moment:

L1st =

∫∞
0

z · ϕ(z) dz
δdry

(S1)

The interfacial volume of salt was calculated as the area under the salt VF profile.
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2 Comparison of charge densities from different decom-
position methods

Figure S1: Partial charge of the O− in substituted acetates determined by a number of
decomposition methods: (a) DDEC6, (b) NBO, (c) CM5 and (d) Mulliken. DDEC6 is
used in the main manuscript as it is the least susceptible to changes in the functional and
basis set of these charge decomposition analysis techniques.[4]
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3 Relationship between charge density and pKa

Figure S2: Charge density of a collection of monoatomic and polyatomic bases and the
pKa values of their conjugate acids. Here, charge density is parameterised by þmax, a
parameter describing the site-specific radial charge density for ions.[5] þmax denotes the
greatest charge density within a polyatomic ion.
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4 In situ ellipsometry

Figure S3: Ellipsometrically determined PNIPAM brush swelling ratio as a function of
temperature in aqueous electrolytes of (substituted) acetates. Solid or dashed lines are
sigmoidal fits through data. The inflection point of these curves was used as the extract
LCST values.
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5 Oxygen partial charge and charge density relation-
ship

Figure S4: O− partial charge against þO− for the investigated acetate series. There is a
clear linear relationship between the partial charge on the oxygen and its radial charge
density.
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6 Symmetry adapted perturbation theory calculations
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Figure S5: SAPT2+3 interaction energies between a NIPAM monomor or water molecule,
and the substituted acetate ions. The total interaction energy is shown in (a) which
can be composed from (b) electrostatic, (c) induction, (d) exchange, (e) dispersion
components. Interactions between haloacetates and a PNIPAM fragment are shown with
solid lines while interactions with a water molecule are shown with dotted lines. Colours
denote different sites on the ion which can interact with either the PNIPAM fragment
or water molecule. Each interaction shown here occurred at the PNIPAM fragment
NH group or via a water OH group. For the total interaction strengths (a), there is a
strong correlation with þO− with the primary interact via the acetate oxygen atom. This
correlation is also seen for the electrostatic (b) and induction (c) components, indicating
that charge density is critical to mediating these components. The strength of exchange
(d) and dispersion (e) interactions are significantly weaker and thus can be considered to
not contribute to the observed specific ion effects discussed in the main manuscript.

Addressing only the total interactions (a), for both water and NIPAM, each acetate
interacts predominantly via the charged oxygen atoms. These results support the
hypothesis that changes in the net interactions of ions, solvent, and polymer are due to
differences in the charge density of the charged oxygen groups of the acetate ions. It
is worth noting these calculations are performed for isolated ion-solvent or ion-polymer
pairings. As such, while these SAPT results in isolation suggest that the most charge
dense unsubstituted acetate ion would bind most strongly to the PNIPAM polymer, in
the multicomponent system, a more favourable interaction of the ion with the solvent
would be revealed.
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7 Density functional tight binding molecular dynamics
simulation spatial distribution functions

Figure S6: Spatial density function (SDF) plots for A) the charged oxygen atoms and
B) the “tail” moieties of the substituted acetates around a NIPAM molecule, obtained
from DFTB3-D3(BJ)/3ob-3-1 MD simulations. SDFs are shown for the i) CH3COO– ,
ii) CF3COO– , iii) CClF2COO– ) and iv) CCl3COO– ions. In (B), white, green and cyan
isosurfaces correspond to hydrogen, fluorine and chlorine atoms, respectively. (A) (i-
iii) show that for the three ions with the largest magnitude of þ (CH3COO– , CF3COO– ,
CClF2COO– ), unsurprisingly, the charged oxygen (red) interacts with the NIPAM residue
exclusively via the amide hydrogen. For CCl3COO– however, the oxygen interacts with
both amide and carboxylate group of the NIPAM, with the majority of oxygen density
located around the latter. For CCl3COO– the distance of interaction between the NIPAM
and the ion is greater than all the other ions. This is consistent with the strength of
interaction calculated from SAPT simulations in Figure S5. (B) shows the SDFs for the
interaction between the substituted acetate tail groups around the NIPAM residue. In (i),
a low density of tail hydrogen (white) atoms are seen around the NIPAM residue. (ii) and
(iii) show that The fluorine atom (green) are distributed most strongly around the amide
moiety on the NIPAM residue. In (iii), the chlorine (magenta) atoms also interact via the
NH group, as they are covalently bound to the same carbon. In (iv), chlorine atoms are
localised nearer the oxygen moiety, with the distance of interaction significantly increased
relative to the fluoro-substituted atoms (not-shown). This is consistent with the strength
of interaction calculated from the SAPT simulations in Figure S5, and indicates that
the changes in LCST of PNIPAM are likely due to changes in ion-polymer, ion-solvent,
and polymer-solvent interactions dictated by differences in charge density of the charged
oxygen atoms.
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8 In situ neutron reflectometry
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Figure S7: Neutron reflectometry derived polymer volume fraction profiles of a PNIPAM
brush as a function of both electrolyte identity and temperature: (a) 15 ◦C, (b) 22.5 ◦C,
(c) 27.5 ◦C, (d) 32.5 ◦C and (e) 40 ◦C. Insets present the reflectivity with the respective
model. Note that the VF profile of the brush in acetate was acquired at 20 ◦C.
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9 Contrast match neutron reflectometry

Figure S8: Experimental and modeled neutron reflectometry of a PNIPAM brush in
a polymer contrast matched solution (SLD = 0.8 × 10−6 Å−2). At this contrast, the
reflectivity is due to scattering from salt ions, allowing for the determination of the density
of salt within the brush structures
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10 1H NMR of 1-Haloalkanes

Figure S9: 1H NMR chemical shifts of a number of 1-halo- and 1-alcohol alkanes (Cn = 1,
2, or 3) in CDCl3 against the substituent electronegativity. NMR values were extracted
from Pretsch et al.[38] while electronegativity values were taken from Wells.[39]
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11 Bond lengths in substituted acetates

Table S2: Bond lengths in substituted acetates
Ion C-X1

(In-plane) [Å]
C-X2

(Out-of-plane)
[Å]

C-X3

(Out-of-plane)
[Å]

C-C [Å]

CH3COO– 1.0877 1.0899 1.089944 1.548333
CCl3COO– 1.7728 1.7821 1.7824 1.622338
CClF2COO– 1.8010 1.3473 1.3473 1.577433
CF3COO– 1.3462 1.3535 1.3535 1.567956
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