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S1 Crystal structure details

Table S1 provides details of the 24 crystal structures for the six fused-ring electron acceptor

(FREA) molecules studied in this paper.
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S2 KMC simulations using PCM and range-tuning

To account for potential intramolecular CT character, we also performed a series of cal-

culations employing a range-tuned exchange–correlation functional (according to the non-

empirical procedure16), as well as using a polarisable continuum model (PCM) as a crude

approximation of dielectric effects on the excitonic couplings Vij and reorganisation energy

λ. The diffusion coefficients obtained from kinetic Monte-Carlo (kMC) simulations using

range-tuning and PCM models are shown:

1. Figure S1: No PCM or range-tuning (equivalent to Figure 4 in the main text, however

Figure S1 only includes the diffusion coefficient for one crystal structure for each FREA,

rather than all crystal structures).

2. Figure S2: PCM, no range-tuning.

3. Figure S3: Range-tuning, no PCM.

4. Figure S4: PCM and range-tuning.

The crystal structures included in Figures S1 to S4 were FOSPUB (EH-IDTBR),1 JO-

GYUC (IDIC),4 HEHQUJ (ITIC),7 HOVDEE (ITIC-2Cl (δ)),12 HOVDAA (ITIC-2Cl (γ)),12

KIZTAR (ITIC-4F),9 and MUPMOC (Y6).13 Experimental diffusion coefficients were ob-

tained using intensity-dependent transient absorption (TA) spectroscopy and thickness-

dependent external quantum efficiency measurements in the presence of a quenching layer.4,17,18

The diffusion coefficient for EH-IDTBR was calculated using the experimentally-reported dif-

fusion length17 and excited state lifetime measured using time-revolved photoluminescence

(TRPL) spectroscopy.18

The effect of range-tuning was negligible, while the use of PCM solvation lowered the

correlation of our predictions with the experimental values (including when combined with

range-tuning).
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Figure S1: Kinetic Monte-Carlo (kMC) vs. experimental diffusion coefficients (DkMC vs.
DExpt) for a series of FREAs. No PCM or range-tuning was applied in these results.
Points closer to the dashed red line indicate better agreement between the predicted and
experimental diffusion rates. Error bars indicate 3× the standard deviation (representing
99.7 % of diffusion coefficients obtained). This figure is equivalent to Figure 4 in the main
text, however this figure only includes the diffusion coefficient for one crystal structure of
each FREA sampled rather than all crystal structures.
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Figure S2: Kinetic Monte-Carlo (kMC) vs. experimental diffusion coefficients (DkMC vs.
DExpt) for a series of FREAs. Only the PCM method was applied in these results.
Points closer to the dashed red line indicate better agreement between the predicted and
experimental diffusion rates. Error bars indicate 3× the standard deviation (representing
99.7 % of diffusion coefficients obtained).
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Figure S3: Kinetic Monte-Carlo (kMC) vs. experimental diffusion coefficients (DkMC vs.
DExpt) for a series of FREAs. Only the range-tuning method was applied in these
results. Points closer to the dashed red line indicate better agreement between the predicted
and experimental diffusion rates. Error bars indicate 3× the standard deviation (representing
99.7 % of diffusion coefficients obtained).
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Figure S4: Kinetic Monte-Carlo (kMC) vs. experimental diffusion coefficients (DkMC vs.
DExpt) for a series of FREAs. Both the PCM and range-tuning methods were applied
in these results. Points closer to the dashed red line indicate better agreement between the
predicted and experimental diffusion rates. Error bars indicate 3× the standard deviation
(representing 99.7 % of diffusion coefficients obtained).
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S3 Comparisons of excitonic coupling strength with re-

organisation energy

To assess the validity of the incoherent diffusion model used in this work, excitonic coupling

values obtained using the EET and ATC methods were compared to the reorganisation

energy (λ). For incoherent models to be valid, couplings should be less than λ/4. Figures S5

and S6 show the EET and ATC coupling values from the OPV materials, respectively. The

incoherent limit (λ/4) is given by the dashed lines in Figures S5 and S6. The data for these

figures was obtained from the coupling values given in Figure 7 of the main text, while the

reorganisation energies are given in Table 1 of the main text.

All the coupling values are lower or equal to the incoherent limit for all OPV molecules,

except for Y6 where two dimers have EET coupling values greater than λ/4 (Figure S5).

These two Y6 dimers can be seen in Figures S7 and S8. OHEPID - dimer 13 in particular

has a significant overlap contribution to the EET value (Table S2). As previously noted,19

the couplings in FREA materials approach the limit of incoherent energy transfer rates.

However, as noted in the main text, given our focus on high-throughput screening, we are

willing to use an incoherent rate equation as long as reasonably accurate predictions of

exciton diffusion rates can still be achieved.
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Figure S5: The EET coupling values for all OPV crystal structures examined in this article.
The incoherent limit (λ/4) is given by a dashed line for each OPV material.
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Figure S6: The ATC coupling values for all OPV crystal structures examined in this article.
The incoherent limit (λ/4) is given by a dashed line for each OPV material.
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Side view

MUVVEH: Dimer 11 (72.8 meV)

3.36 Å

Top view

Figure S7: Dimer 11 in the Y6 crystal with CCDC ID: MUVVEH. This dimer exceeds the
incoherent limit.
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Side view

Top view

OHEPID: Dimer 13 (85.7 meV)

3.43 Å

Figure S8: Dimer 13 in the Y6 crystal with CCDC ID: OHEPID. This dimer exceeds the
incoherent limit.
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Table S2: The energetic components of the EET calculation for two Y6 dimers in two different
crystals. These dimers exceeded the incoherent limit for Y6. Note that the Coulombic
component of the EET calculation is equivalent to the ATC coupling value.

Crystal
CCDC ID

Dimer
Number

Energetic Contributions from EET (meV) Total
Coupling
(meV)

Coulombic
Exact

-Exchange
Exchange

-Correlation
Overlap

Contribution
MUVVEH 11 64.3 -0.1 -0.1 8.8 72.9
OHEPID 13 56.0 -0.1 -0.1 29.9 85.8
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S4 Kinetic Monte Carlo vs. experimental diffusion co-

efficient for various coupling disorders σV

Figure S9 shows the exciton diffusion coefficients obtained using the Kinetic Monte-Carlo

(kMC) algorithm for a range of coupling disorder σV between 0 % and 50 % of the coupling

values Vij, compared with experimentally obtained exciton diffusion coefficients. These sim-

ulations were performed using a combination of short-range EET and long-range ϵr = 4/5

ATC coupling values. This figure is equivalent to Figure 4 in the main text, however the

error bars in Figure S10 represent the diffusion coefficients for a range of σV between 0 %

and 50 % of the coupling values Vij.
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Figure S9: Kinetic Monte-Carlo (kMC) vs. experimental diffusion coefficients (DkMC vs.
DExpt) for a series of FREAs (representing 24 crystal structures). Dots represent the exciton
diffusion coefficient for coupling disorder σV = 0 (0 %), while the error bars show the range
of exciton diffusion coefficients obtained for various values of σV between 0 % to 50 % of the
coupling values Vij. Points closer to the dashed red line indicate better agreement between
the predicted and experimental diffusion rates. Dots of the same colour represent different
crystal structures for the same FREA material. The dotted orange lines indicate that both
sets of orange points are experimental IDIC measurements from different groups.
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S5 Kinetic Monte-Carlo vs. experimental diffusion co-

efficients with only ATC coupling values

Figure S10 shows the Kinetic Monte-Carlo (kMC) vs. experimental diffusion coefficients for

a series of FREAs using only short-range ϵr = 1 ATC and long-range ϵr = 4/5 ATC coupling

values. This is unlike Figure 4, which shows the kMC vs. experimental diffusion coefficients

using a combination of short-range EET and long-range ϵr = 4/5 ATC coupling values.
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Figure S10: Kinetic Monte-Carlo (kMC) vs. experimental diffusion coefficients (DkMC vs.
DExpt) for a series of FREAs shown in Figure 3 (representing 24 crystal structures). The
kMC simulations was used with purely ATC coupling values. Points closer to the dashed
red line indicate better agreement between the predicted and experimental diffusion rates.
Dots of the same colour represent different crystal structures for the same FREA material.
The dotted orange lines indicate that both sets of orange points are experimental IDIC
measurements from different groups. Error bars show 3× the standard deviation.
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S6 The analytic sum-over-rates diffusion rate model

S6.1 Derivation

The following section describes the derivation for the analytic sum-over-rates diffusion rate

model given Section 3.2 of this paper (Equations 8 to 10).

S6.1.1 Defining a single-hop diffusion coefficient

The sum-over-rates (SOR) diffusion coefficient DSOR is an approximation to the diffusion

coefficient D defined by Equation 7 in the main text. In contrast to kMC simulations,

which compute D via averaging the cumulative squared displacement over many exciton

trajectories, the SOR approach considers a single average exciton transfer event (‘hop’) from

a central molecule to one of its neighbours. Specifically, we define DSOR as the ratio of the

average square displacement of a single hop ⟨r2⟩ to the average hop time ⟨t⟩, multiplied by

a factor involving the dimensionality n (n = 3 in the present work):

DSOR =
1

2n

⟨r2⟩
⟨t⟩

(S1)

There are three types of averaging present in this equation. First, there is averaging over

the intrinsic variability in hopping rates and distances, because even a fixed rate constant k

only defines the distribution that hop times are drawn from, not the individual hop times

themselves. We account for this variation by using the average hop time ⟨t(k)⟩ = 1/k. For a

molecule l with a set of N neighbouring molecules j = 1, 2, ..., N , the average hopping time

for an exciton to hop from molecule l to a neighbouring molecule is ⟨tl⟩ = 1/ktotal,l, where the

total rate constant for exciton transfer, ktotal,l, is calculated as the sum of the individual rate

constants kl1, kl2, ..., klN , that is ktotal,l =
∑N

j=1 klj. Similarly, hops to different neighbouring

molecules correspond to different distances. The average hopping distance for an exciton to

hop from molecule l to a neighbouring molecule is given by the distance of the hop, multiplied

15



by the probability that hop occurs, giving ⟨r2l ⟩ =
∑N

j=1 Pljr
2
lj. The probability Plj that the

exciton is transferred to neighbour j is given by Plj = klj/ktotal,l. This results in the following

expression for Dl,SOR, the SOR diffusion coefficient for hops starting from molecule l as a

function of the rate constants kl1, kl2, ..., klN :

Dl,SOR(kl1, kl2, ..., klN) =
1

2n
ktotal,l

N∑
j=1

Pljr
2
lj

=
1

2n
ktotal,l

N∑
j=1

klj
ktotal,l

r2lj

=
1

2n

N∑
j=1

kljr
2
lj (S2)

This equation is similar, but not identical, to previously published expressions.20,21 For

Equation (S2), rlj is the distance between the centre of masses of molecules l and j, and the

sum includes all molecules j that are within a distance of 40.0 Å from molecule l.

The second type of averaging accounts for the fact that there are different sites within

the lattice, due to the presence of symmetrically inequivalent molecules (‘lattice positions’)

in the crystal structures. To account for distinct lattice positions, we first calculate Dl,SOR

for each lattice position l, which are then averaged according to the procedure described in

Section S6.2.

The third type of averaging accounts for variations between molecules in the crystal due

to structural/energetic disorder. Our approach for averaging the effect of energetic disorder

across molecules in the crystal is described in the following section.
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S6.1.2 Effects of energetic disorder

The rate of exciton transfer from a molecule l to a neighbouring molecule j depends on the

energy of the exciton before and after the hop. The site energy Ei, is defined as the energy

of the exciton when localised on a particular molecule i. Based on the central limit theorem,

the probability distribution (ρ) of molecule j having a site energy of Ej can be described

by a Gaussian probability density function. We define the energy scale so that ρ is centred

around the average site energy, µE (i.e. setting µE = 0), and the standard deviation is, by

definition, equal to the energetic disorder σE:

ρ (Ej, σE) =
1

σE

√
2π

exp

[
−1

2

(
Ej

σE

)2
]

(S3)

The exciton transfer rate depends on both the energy of the initial site l, and those of

its neighbouring molecules j = 1, 2, ..., N . For the initial site l, we take this dependence into

account by setting:

El = µE − σ2
E

kBT
= − σ2

E

kBT
(S4)

which is the expectation value for the exciton energy at thermal (quasi-)equilibrium.22

Here, we assume that the diffusion coefficient is dominated by hops that occur after the

exciton has reached equilibrium, which means that the exciton is more likely to be located

on a molecule/site with an energy lower than the average site energy.

We account for the variation in site energies of the surrounding molecules by averaging

Dl,SOR over all possible energies Ej. It is important to note that this averaging procedure

is an approximation. Strictly speaking, according to Equation (S1), one should average

over different site energies to give ⟨r2⟩ and ⟨t⟩ before calculating DSOR. Adopting this

approximation significantly simplifies the problem, while still providing reasonably accurate

results for the examples studied in this paper. Because the rate constant klj(El, Ej) depends
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only on El and Ej, this procedure gives:

Dl,SOR =
1

2n

N∑
j=1

⟨klj⟩ r2lj (S5)

where ⟨klj⟩ is the average rate constant klj for exciton transfer from l to j, weighted over

different site energies Ej:

⟨klj⟩ =
∞̂

−∞

ρ (Ej) klj (Ej) dEj (S6)

S6.1.3 Marcus theory

As in the main text, rate constants for exciton transfer from molecule l to molecule j were

calculated using Marcus theory:17,23,24

kMarcus
lj =

2π

h̄
|Vlj|2

1√
4πλkbT

exp

(
−(∆Elj + λ)2

4λkbT

)
(S7)

where Vlj is the excitonic coupling between l and j, λ is the reorganisation energy of the

FREA of interest, h̄ is the reduced Planck constant, kb is Boltzmann’s constant, and T is

the absolute temperature (set to T = 300 K in this work). ∆Elj = Ej −El is the change in

energy when an exciton hops from molecule l to molecule j.

With El defined by Equation (S4), Equation (S7) becomes:

kMarcus
lj =

2π

h̄
|Vlj|2

1√
4πλkbT

exp

−

(
Ej +

σ2
E

kbT
+ λ
)2

4λkbT

 (S8)
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S6.1.4 Average rate constant for a thermalised exciton

An explicit expression for the average rate constant for an exciton to hop between molecules

l and j is obtained by substituting Equation (S3) and Equation (S8) into Equation (S6):

⟨klj⟩ =
∞̂

−∞

ρ (Ej) klj (Ej) dEj

=

∞̂

−∞

1

σE

√
2π

exp

[
−1

2

(
Ej

σE

)2
]
× 2π

h̄
|Vlj|2

1√
4πλkbT

exp

−
(
Ej +

σ2
E

kbT
+ λ
)2

4λkbT

 dEj

=
|Vlj|2

σEh̄
√
2λkbT

∞̂

−∞

exp

[
−1

2

(
Ej

σE

)2
]
exp

−
(
Ej +

σ2
E

kbT
+ λ
)2

4λkbT

 dEj (S9)

Equation (S9) is a convolution of two Gaussians, which has the solution:

∞̂

−∞

e−at2e−b(t−x)2dt =

√
π

a+ b
e−

ab
a+b

x2

(S10)

This gives Equation (S11):

⟨klj⟩ = |Vlj|2 ×
1

h̄

√
4π

2σ2
E + 4λkbT

exp

−
(
λ+

σ2
E

kbT

)2
2σ2

E + 4λkbT

 (S11)

We can simplify this expression by moving all the constants that are not specific to

molecule j into a term called I (σE, λ, T ):

I (σE, λ, T ) =
1

h̄

√
4π

2σ2
E + 4λkbT

exp

−
(
λ+

σ2
E

kbT

)2
2σ2

E + 4λkbT

 (S12)

With this definition, Equation (S11) becomes:

⟨klj⟩ = |Vlj|2 I (σE, λ, T ) (S13)
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S6.1.5 Analytical sum-over-rates diffusion rate model

Substituting Equation (S13) into Equation (S5) gives the analytical sum-over-rates diffusion

rate model, Equation (S14):

Dl,SOR =
1

2n
I (σE, λ, T )

N∑
j=1

|Vlj|2 r2lj (S14)

S6.2 Obtaining quasi-steady state occupation probabilities, {pl},

and calculating the overall analytical sum-over-rates diffu-

sion coefficient for the crystal, DSOR

The overall analytical sum-over-rates diffusion rate model, DSOR, can be evaluated by taking

Dl,SOR for each environmentally unique site l, and multiplying it by the quasi-steady state

occupation probability for that site, pl:

DSOR =
∑
l

plDl,SOR (S15)

The quasi-steady state occupation probability (pl) can be obtained by first constructing

a matrix P containing the exciton hopping probabilities for an exciton hopping from one

environmentally unique site, l, to another environmentally unique site, m, for all unique sites

from 1 to L:

P = {pl→m} =



p1→1 p2→1 · · · pL→1

p1→2 p2→2 · · · pL→2

...
...

. . .
...

p1→L p2→L · · · pL→L


(S16)

The steady state solution for P can be obtained by multiplying P by a probability vector

p̄ that contains all the probabilities for an exciton to be located on one of the environmentally
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unique sites in the crystal, {pl}. The steady state solution is defined as a solution that gives

the same vector p̄ when multiplied by P, Equation (S17):

Pp̄n = p̄n+1 = p̄n (S17)

Rearranging Equation (S17) gives Equation (S18):

(P− I) p̄ = 0 (S18)

In practise, this can be solved using an eigen-equation solver algorithm, and taking the

eigenvector for the solution giving an eigenvalue of 1. Note that by definition, the sum of

each column in P is equal to 1. This is because each column describes all the ways an

exciton hops out of unique site l (including itself), which sums up to 100 %. It is this fact

that means that P will have an eigenvalue of 1.

S7 Details of the EET coupling values

The excel files “EET Data by crystal.xlsx” and “All EET Data.xlsx” contains details about

the energetic components of the EET coupling values, including the Coulombic components

of the EET coupling values. The “All EET Data.xlsx” file also contains ATC coupling values

for comparison with EET. The XYZ files for the molecules and dimers that coupling values

have been obtained for are given in “xyz files.zip” to allow the user to see the distance and

spatial relationship between molecules in the dimers.
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