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Experimental setup

The three samples of 10, 20, and 50 wt% Pt supported on a carbon black support were

synthesized using a procedure adapted from the method disclosed in the patent by Ball

et al. S1

X-Ray Diffraction

XRD patterns of the catalysts were obtained using a Bruker D8 diffractometer using Cu

Kα2 radiation. The diffraction patterns were analyzed using Reitfeld analysis to calculate

crystallite sizes and lattice parameters. However, crystallite sizes below 2 nm were not

determined due to the broadness and poor quantity of the data.

Transmission Electron Microscopy

TEM images of the catalysts were obtained using a JEM 2800 scanning TEM using a voltage

of 200kV. Particle size distributions were determined using dark field images.

Extended X-ray Absorption Fine Structure

The X-ray absorption spectra of the Pt L3 (11.5634 KeV) edge were collected at beamline

B18 at the Diamond Light Source, UK. Data was collected in transmission, using a Si(111)

monochromator, and calibrated to a Pt foil reference. Before measurements, samples were

pressed into 13 mm pellets. References were diluted with cellulose before pelleting. Pt foil,

platinic acid (H2Pt(OH)6), and Pt acetylacetonate were used as references for Pt0, Pt4+,

and Pt2+ respectively. The data was analyzed using Athena and Artemis from the Demeter

suite of software. X-ray absorption near edge structure (XANES) was fitted using linear

combination fitting (LCF) analysis with the references, and extended X-ray fine structure

(EXAFS) was fitted using the EXAFS equation with Pt-O and Pt-Pt interatomic distances.
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Computational Details

ReaxFF Monte Carlo and Molecular Dynamics

For these simulations, we used the 2 Aug. 2023 version of the Large-scale Atomic/Molecular

Massively Parallel Simulator (LAMMPS) software.S2 Our Monte-Carlo approach is based

on the Hybrid MD-MC scheme,S3 where a subset A of the total system still samples the

canonical ensemble, while particles belonging to the subset B are sampled in the grand

canonical ensemble, i.e. being added or removed. The resulting ensemble cannot be written

as the product of the two ensembles:

ZAB ̸= ZAΞB (1)

Where Z is the total partition function, ZA is the partition function of the canonical

ensemble and ΞB is the partition function of the grand canonical ensemble. The inequality

arises from the strong interaction between the two subsystem for which clearly EAB ̸= EA +

EB due to the important excess energy of interaction. Instead, the resulting ensemble is called

"semi-grand canonical".S4 We note that the use of the term ’semi-grand canonical’ refers to

a system where one sub-system is treated in the grand canonical ensemble and another sub-

system in the canonical ensemble, following the terminology used by Vafaei et al. S4 This

differs from other implementations where ’semi-grand canonical’ refers to simulations with

a fixed total number of atoms where only the relative amounts of each species can vary.

To derive the partition function of the ensemble we first write the partition function of

the canonical ensemble:

Z(NA, NB, V, T ) =
1

Λ3NA
A NA!Λ

3NB
B NB!

∫
drNA
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B e−βU(r

NA
A ,r

NB
B ) (2)

The semi-grand canonical partition is then found by performing a discrete Laplace trans-

formation of the canonical partition function, summing over NB and therefore conceptually
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removing the dependence on NB, in favor of the conjugate variable µB.S4

Ξ̃(NA, µB, V, T ) =
∑
NB

eβµBNBZ(NA, NB, V, T ) (3)

The semi-grand canonical ensemble is then defined by the chemical potential µB ≡ µ, the

temperature T, the volume V, and the fixed number of atoms NA of subset A. In practice,

we perform 50 additions/deletions and 100 displacement moves every 5 MD timestep. These

numbers have to be correctly chosen to ensure that the system can explore the phase space

efficiently and to avoid specific regions of the system being stuck in local minima due to

the lack of displacement move and MD moves. The maximum displacement distances for

displacement move is set to 0.05 Å. Such small displacements are chosen because atomic

oxygen often bind strongly to one specific site, and large displacement will often result in

high rejection rates. We also should note that as the platinum atoms are moving, such small

displacements with higher acceptance rate, will allow the oxygen atoms to follow platinum

dynamics more effectively. The MD timestep is chosen as 0.25 fs.

Figure S1: Total number of atoms vs. exchange moves for the various pressures under study.
Clear convergence are observed for low pressures, but not for higher pressures where the
system is not able to reach equilibrium.

The temperature of both canonical and grand canonical ensemble is set to 350 K. At any

time, the Nosé-Hoover canonical thermostat has to be updated to reflect the new number of
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degrees of freedom due to the addition or deletion of particles in subset B. This is done in

LAMMPS by using the compute_modify command. Finally, we impose a minimum distance

of 0.8 Å with every other atom when adding a particle to the system. This limitation is

needed because ReaxFF potentials often have complex and non-smooth potential energy

surfaces, which can lead to numerical instability if atoms are too close to each other. This

is achieved by using the overlap_cutoff option in the fix gcmc command of LAMMPS.

This option allows the user to set a minimum distance between atoms when, displacing,

adding or deleting particles. This is done by attributing a large positive energy penalty

to configurations where atoms are too close to each other. As a result, the Monte Carlo

algorithm will reject moves that lead to such configurations, and accept deletion moves to

move away from them. Using such option, we did not encounter situations where the system

would find itself in an artificial local minimum with atoms too close to each other. Before

running the MC-MD simulations, we perform a geometry optimization of the system using

the ReaxFF potential with the LAMMPS software using the minimize command. The energy

threshold is set to 10−6 kcal/mol, and the maximum number of iterations is set to 104. The

system is then shortly equilibrated for 1 ps in the canonical ensemble before starting the

MC moves. For the second step of the workflow, we continue the dynamics of our systems

by stopping the grand canonical Monte-Carlo moves, other specific parameters are kept the

same as previously.

Figure S1 clearly shows the difficulty associated with the convergence of the MC-MD

simulations at high pressures. Such difficulties are notorious with Monte Carlo methods,

where techniques to increase acceptance rates (biased moves, parallel tempering, energy

minimization schemes) are therefore commonly used. In our case, the platinum nanoparticle

undergoes continuous dynamic changes during the simulation. This constant flux of con-

figurations creates a highly variable environment for Monte Carlo moves. This constantly

evolving behavior periodically creates configurations that are more favorable for addition or

deletion moves. This results in sudden increases or decreases in the total number of atoms,
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which provoke sharp fluctuations in the convergence plot. As stated in the main text, be-

cause the aim of the study is not necessarily to reach an equilibrium of the system, but

rather to observe the effect of increasing oxygen coverage, we are satisfied with the current

results.

MACE-MP-0

Calculations with the MACE-MP-0 potential have been performed using the "mace" code

available at https://github.com/ACEsuit/maceS5 we used the large (MPtrj) foundation

model trained on the Material Project database consisting of approximately 146,000 unique

crystal structures.S6 No dispersion correction is used, and the model is run using the float64

precision. The geometry optimizations have been done using the BFGSLineSearch from the

Atomic Simulation EnvironmentS7 (ASE) package (3.22.0) with a maximum force criteria of

0.01 eV/Å.

ONETEP calculations

ONETEP (Order-N Electronic Total Energy Package) is a quantum chemistry software im-

plementing linear-scaling density functional theory (DFT). Its efficiency for large systems

stems from using localized Non-orthogonal Generalized Wannier functions (NGWFs) as its

basis. These NGWFs are transformations of the Kohn-Sham orbitals and are expressed in

terms of a psinc (periodic sinc) basis set, which is related to plane waves via a unitary trans-

formation. ONETEP solves the electronic structure problem through a sparse density matrix

approach, combining NGWFs with a density kernel which is a projection of the occupan-

cies on the NGWF orbitals. The software employs a dual minimization method, optimizing

both NGWFs and the density kernel for an accurate description of the electronic structure.

This framework allows ONETEP to combine the advantages of localized functions for linear

scaling with the accuracy of plane waves, making it particularly effective for large, complex

systems where traditional cubic-scaling DFT methods become impractical.
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The core electrons are described using norm-conserving pseudopotentials from the ONCV

library. The Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional is employed for

the calculations. Ensemble Density Functional Theory (EDFT) calculations are performed

with an EDFT smearing width of 700.00 K. To adequately represent the Platinum (Pt) and

Oxygen (O) atoms, we use 13 NGWFs for Pt and 4 NGWFs for O. NGWF radius are set

to 12.0 Bohr. The calculations are performed with spin polarization activated. The energy

cutoff which dictates the psinc grid spacing is set to 32 Ha. The energy criterion is set

to 5 × 10−6 Ha for the NGWF RMS gradient and 10−3 Ha for the total energy. For more

information about ONETEP, the reader is redirected to the main paper.S8
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