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Figure S1. Prompts for (a) synthesis conditions extraction, (b) single-hop and (c) multi-hop Q&A 
generation tasks.
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Figure S2. Evaluation flowchart for each product in the synthesis condition dataset. For a product 
from a DOI, we firstly check if the LLM has successfully extracted the corresponding information. 
If not, all three criteria will be marked as "\". Otherwise, we check whether the response has met 
three criteria and choose "Y" or "N" for each criterion. Then we move to the next product, or the 
next DOI when synthesis conditions of every product in the paper have been evaluated.
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Figure S3. Formatted Gemini response of multi-hop Q&A generation - six factual questions.
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Figure S4. Formatted Gemini response of multi-hop Q&A generation – seven reasoning questions.
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Figure S5. Formatted Gemini response of multi-hop Q&A generation – seven true or false 
questions.
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Figure S6. Unformatted GPT-4 response of single-hop Q&A generation. In this response, GPT-4 
only generated 5 factual, 2 reasoning and 3 T/F questions, while our prompt asked for 6, 7, 7 
respectively. Different question types were also mixed, which we did not want.
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Table S1. Number of DOIs included in the datasets.

Publisher Synthesis 
Conditions

Single-Hop Q&As Multi-Hop Q&As

American Association for the 

Advancement of Science

1 5 3

American Chemical Society 7

American Institute of Physics 1 1

American Physical Society 1 1

Chinese Chemical Society 1 2 1

Elsevier 8 6

National Academy of Sciences 1 2 1

Springer Nature 18 10 10

Royal Society of Chemistry 21 10 10

Wiley 8 11 10
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Table S2. Cost analysis for the LLMs

LLM

GPT-4 Turbo Claude 3 Opus Gemini 1.5 Pro

Pricing per 1M tokens Input $10.00

Output $30.00

Input $15.00

Output $75.00

Input $1.25 (prompts 
<= 128k) or $2.50 
(prompts > 128k)

Output $5 (prompts 
<= 128k) or $10 
(prompts > 128k)

Total tokens 337.6M[1] 15.3M 17.1M

Total costs $3600[1] $257.14 $85.40

Number of requests ~7590[1] 328 469

Cost per DOI per task $0.47 $0.78 $0.18
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