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This Electronic Supplementary Information (ESI) provides additional insights into the opto-electronic

properties of nanotextured perovskite solar cells. In Sections S1 and S2, we provide further details on the

optical and electronic models, as well as the simulation methodology. All relevant material parameters

used in this study are listed. Section S3 presents additional simulation results, including charge carrier

densities and electric fields. Finally, Section S4 provides a convergence scan for the photogeneration

profile and the calculated maximal achievable short circuit current density.

S1. OPTICAL MODEL AND SIMULATION

We model the interaction of the electromagnetic radiation from the Sun with the solar cell by using

a time-harmonic formulation of the Maxwell equations, applied to the setup shown in Fig. ??b. The

problem is discretised via the finite element method (FEM), as implemented in the software JCMsuite.1

This method uses a finite dimensional function space to solve a weak version of Maxwell’s equations on

a discretised mesh.
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A. Model description

The optical model is based on the time-harmonic Maxwell equations, with the electric field E as the

primary unknown:

∇× µ−1∇× E− ω2ϵE = iωjimp, (S1.1)

where µ is the magnetic permeability µ, ϵ = ϵ0ϵr is the complex electric permittivity, with ϵ0 denoting the

vacuum permittivity and ϵr the relative permittivity. The angular frequency ω is related to the vacuum

wavelength λ by ω = 2πc/λ, and jimp denotes the impressed current density.2

We assume transparent boundary conditions on top and bottom of the device, which we implement via

perfectly matched layers (PML). Bloch-periodic boundary conditions are applied in horizontal directions.1

The source term is modelled by a plane wave solution in the exterior domain

E = E0 exp(ikx), (S1.2)

where the wave vector k and the field amplitude E0 are determined by the angle of incidence ϕ and

the polarization of the wave. In our simulations, the wave enters at normal incidence from the top

of the device, i.e., ϕ = 0. Therefore, the usual sp-polarization is expressed via polarization in either

the x- or z-direction. To account for the unpolarised nature of sunlight, each wavelength is modelled

twice: once with x-polarisation and once with z-polarization. The results are then averaged, assuming

that both polarizations contribute equally to the total power. For simplicity, the total incoming power

is normalised for each wavelength. The resulting optical response is then rescaled according to the

corresponding irradiance Φe of the AM1.5G solar reference spectrum. The spectral irradiance Φe follows

the ASTM G-173-03 standard,3 provided by the U.S. Department of Energy (DOE)/NREL/ALLIANCE.

Additional details on the modelling approach can be found in the solver documentation.1

B. Optical material properties

Wavelength-dependent complex refractive index data n+ ik are given for all materials in the relevant

wavelength range of the solar spectrum. To interpolate the data and calculate ϵr = (n+ ik)2 for the

desired wavelengths, we use the Python package dispersion.4 The underlying n, k datasets were taken

from various literature sources, which are summarized in Tab. S1.

S2. ELECTRONIC MODEL AND SIMULATION

We model the charge transport using a vacancy-assisted drift-diffusion model within a three-layer solar

setup as shown in Fig. ??a. For clarity, we denote the total three-layer device geometry by Ω, the electron
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TABLE S1. Used materials, their thickness in the simulation and references of the used n, k datasets. *For the

perovskite layer (PVK), the thickness denotes the effective thickness, i.e., the thickness of a planar layer with

the same volume.

Material Thickness Source of n, k dataset

Glass 1000 nm Delivered with GenPro45

ITO 135 nm L. Mazzarella et al.6

PTAA 10 nm Delivered with GenPro45

PVK 400 nm* J.A. Guerra et al.7

C60 30 nm D. Menzel et al.8

Cu 100 nm P.B. Johnson and R.W. Christy8

transport layer (ETL) by ΩETL, the intrinsic perovskite absorber (PVK) layer by ΩPVK, and the hole

transport layer (HTL) by ΩHTL. Electrons and holes are allowed to migrate throughout the entire device.

In contrast, vacancy migration is restricted to the perovskite layer ΩPVK, where we account for volume

exclusion effects. The system is discretized using an implicit-in-time finite volume scheme, which ensures

local flux conservation and consistency with thermodynamic laws – key advantages of the finite volume

method (FVM). Moreover, the existence and boundedness of both weak and discrete FVM solutions have

been rigorously established.9,10 For a detailed discussion of the model and the discretization, we refer to

previous studies.11–13

A. Model description

Charge transport equations The charge transport model considers the electric potential ψ and

the quasi Fermi potentials of moving charge carriers φα as unknowns. Here, the indices α ∈ {n, p, a}

refer to the electrons, holes, and anion vacancies. Within the perovskite layer ΩPVK, carrier transport is

governed by the following equations

−∇ · (εs∇ψ) = q
(
znnn + zpnp + zana + C(x)

)
, (S2.1a)

znq∂tnn +∇ · jn = znq (G(x)−R(nn, np)) , (S2.1b)

zpq∂tnp +∇ · jp = zpq (G(x)−R(nn, np)) , (S2.1c)

zaq∂tna +∇ · ja = 0. (S2.1d)

Only electrons and holes are considered in the transport layers ΩETL ∪ΩHTL, meaning the model reduces

to equations (S2.1a)-(S2.1c) with a modified space charge density in that case. The dielectric permittivity

is defined as εs = ε0εr, where ε0 is the vacuum permittivity and εr the relative material permittivity.
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The charge numbers are given by zn = −1, zp = 1, and za = 1. The doping and the mean vacancy

concentration are included in the quantity C. Moreover, G denotes the optical photogeneration rate and

R the recombination processes. Finally, the current density jα describes the motion of charge carriers

jα = −zαq
(
Dα

(
nα

Nα

)
∇nα + zαµαnα∇ψ

)
, α ∈ {n, p, a}, (S2.2)

where Dα represents the non-linear diffusion coefficient and µα the mobility of carriers. We can link the

charge carrier densities nα to the potentials, defining the set of unknowns, for α ∈ {n, p, a} via

nα = NαFα

(
ηα(φα, ψ)

)
, ηα =

Φα

kBT
=
zα (Eα − EF,α)

kBT
= zα

q(φα − ψ) + Eα,0

kBT
. (S2.3)

Here, T is the temperature, kB is the Boltzmann constant, and Nc = Nn and Nv = Np are the effective

densities of state of the conduction band and valence band. The parameters Ec,0 = En,0 and Ev,0 = Ep,0

denote the intrinsic band edge energies of the conduction and valence bands for electrons and holes. In

contrast, Ea,0 corresponds to an intrinsic energy level of vacancies. The quantities Φn = zn(Ec − EF,n)

and Φp = zp(Ev − EF,p) are the energy off-sets of electrons and holes, respectively. Moreover, EF, n =

−qφn is the electron quasi Fermi level and EF, p = −qφp is the hole quasi Fermi level. The statistics

function Fα varies depending on the type of charge carrier. For electrons and holes, Fn and Fp depend

on the semiconductor material: the Fermi-Dirac integral of order 1/2 is used for inorganic materials,

while organic materials require the Gauss-Fermi integral. In the limit of nα ≪ Nα both integrals are

well approximated by Fn = Fp ≈ exp which is the case here. In contrast, for vacancies the function

Fα(η) = 1/(exp(−η) + 1), called Fermi-Dirac integral of order −1, ensures the correct limitation of ion

depletion. In (S2.3), Na denotes a saturation density, limited by the density of available lattice sites in

the crystal.

Recombination and photogeneration The recombination rate R on the right-hand side of the

electron and hole mass balance equations (S2.1b)-(S2.1c) is modelled by the sum of the dominant re-

combination processes: Shockley-Read-Hall (SRH), radiative, and surface recombination with

R(nn, np) =
∑
r

Rr(nn, np), r ∈ {SRH, rad, surf}. (S2.4)

Each recombination contribution Rr follows the general form

Rr(nn, np) = rr(nn, np)nnnp

(
1− exp

(
qφn − qφp

kBT

))
. (S2.5)

The process-dependent, non-negative rate functions rr are defined as follows. First, for SRH recombina-

tion, we have

rSRH(nn, np) =
1

τp(nn + nn,τ ) + τn(np + np,τ )
, (S2.6)

where τn, τp are the carrier lifetimes and nn,τ , np,τ are reference carrier densities. The SRH model assumes

a single mid-gap trap level, consistent with prior work and the literature.14–16 While more detailed models
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that incorporate multiple defect levels exist, these are beyond the scope of the present study. Second,

for the radiative recombination the prefactor is given by

rrad(nn, np) = r0,rad (S2.7)

for a constant rate coefficient r0,rad. Lastly, the surface recombination can be modelled as

rsurf(nn, np) =
1

1
νp
(nn + nn,τ ) +

1
νn
(np + np,τ )

, (S2.8)

where νn, νp are the surface recombination velocities. Unless stated otherwise, the photogeneration G,

defined in the accompanying paper, is obtained as the solution of the time-harmonic Maxwell equations

described in Section S1.

Boundary and initial conditions Following the device geometry depicted in Fig. ??a, we assume

that at the top and the bottom of the architecture, we have the metal-semiconductor interfaces, denoted

by ΓD. The left and right boundaries are denoted by ΓN. We model the boundary conditions for t ≥ 0

as follows:

ψ(x, t) = ψ0(x) + V (x, t), φn(x, t) = φp(x, t) = V (x, t), x ∈ ΓD, (S2.9)

∇ψ(x, t) · ν(x) = jn(x, t) · ν(x) = jp(x, t) · ν(x) = 0, x ∈ ΓN. (S2.10)

Here, V corresponds to the externally applied measurement protocol, and ν denotes the outward pointing

unit normal vector to ΓN. The potential ψ0, often referred to as built-in potential, will be specified in

Section S2 B. Regarding the anion vacancies, we impose no flux Neumann boundary conditions on the

entire boundary of the intrinsic layer, namely

ja(x, t) · νPVK(x) = 0, x ∈ ∂ΩPVK, t ≥ 0, (S2.11)

where νPVK is the outward pointing unit normal vector to ∂ΩPVK.

Lastly, we supply the system with initial conditions for t = 0

φn(x, 0) = φ0
n(x), φp(x, 0) = φ0

p(x), x ∈ Ω, (S2.12a)

φa(x, 0) = φ0
a(x), x ∈ ΩPVK. (S2.12b)

The total current is obtained by integrating the sum of current densities over the device contacts, as

determined from the numerical solution of the coupled system of partial differential equations.17

B. Electronic material parameters

Table S2 summarizes the electronic parameters used in all electronic simulations. In consistency with

Thiesbrummel et al.,18 we set the boundary values for the built-in potential as follows: at the bottom
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contact, ψ0 = −(0.05 eV−Ec,0)/q, and at the top contact, ψ0 = −(−0.05 eV−Ev,0)/q, thereby including

the energy offset 0.05 eV between the metal and the transport layer. Note that the scan protocol is

applied at the top contact. Furthermore, we set the doping term on the right-hand side of the Poisson

equation (S2.1a) to C = Cn in the electron transport layer, C = −Ca in the intrinsic perovskite layer

and C = −Cp in the hole transport layer.

TABLE S2. Parameter values for the simulation of a single-junction “83-17 triple cation” perovskite solar cell

at a temperature T = 300K with C60 as electron transport layer material and PTAA as hole transport layer

material, mainly based on Thiesbrummel et al.,18 for which a data publication is available. *For the perovskite

layer, the thickness denotes the effective thickness, i.e., the thickness of a planar layer with the same volume.

Physical quantity Symbol Value Unit Ref.

C60 Perovskite PTAA

Layer thickness 30 400* 10 nm 14,18

Relative permittivity εr 5 22.0 3.5 14,18

Conduction band-edge energy Ec,0 −3.9 −3.9 −2.5 eV 14,18

Valence band-edge energy Ev,0 −5.9 −5.53 −5.5 eV 14,18

Eff. conduction band DoS Nc 1× 1026 2.2× 1024 1× 1026 m−3 14,18

Eff. valence band DoS Nv 1× 1026 2.2× 1024 1× 1026 m−3 14,18

Max. vacancy density Na – 1.0× 1027 – m−3

Doping density Cn 1.0× 1020 0.0 0.0 m−3

Doping density Cp 0.0 0.0 1.0× 1020 m−3

Average vacancy density Ca – 6.0× 1022 – m−3 14

Electron mobility µn 1.0× 10−6 1.0× 10−4 1.0× 10−8 m2· (V s)−1 18

Hole mobility µp 1.0× 10−6 1.0× 10−4 1.0× 10−8 m2· (V s)−1 18

Vacancy mobility µa – 1.9× 10−12 – m2· (V s)−1 14

Rad. recombination coeff. r0,rad 0.0 3.0× 10−17 0.0 m3· s−1 15,18

SRH lifetime, electrons τn 1.0× 10100 2.0× 10−7 1.0× 10100 s 18,19

SRH lifetime, holes τp 1.0× 10100 2.0× 10−7 1.0× 10100 s 18,19

SRH ref. dens. electrons nn,τ 1.59× 109 4.48× 1010 6.33 m−3

SRH ref. dens. holes np,τ 1.59× 109 4.48× 1010 6.33 m−3

The surface recombination velocities at the perovskite/HTL interface vHTL and at the ETL/PVK
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interface are varied throughout our study. For the reference configuration,18 we set vHTL = vn = vp =

2000 cm·s−1 and vETL = vn = vp = 500 cm·s−1. To remain consistent with the literature,14,18 we adopt

the default SRH reference densities from the simulation tool Ionmonger,16 which was used in the afore-

mentioned studies.

Specifically, the reference densities in the surface recombination terms at the HTL/perovskite interface

are set to nn,τ = nn,τ |ΩPVK
and np,τ = np,τ |ΩHTL

, while at the perovskite/ETL interface we have nn,τ =

nn,τ |ΩETL
and np,τ = np,τ |ΩPVK

, which are stated in Tab. S2.

In Thiesbrummel et al.,18 the transport layers (TLs) are assumed to be undoped. For numerical

stability, the doping in the TLs is set to 1.0× 1020 m−3, which is small compared to the effective density

of states for electrons and holes and can therefore be interpreted as effectively undoped. The maximum

vacancy density Na corresponds to a saturation limit that reflects the finite number of available lattice

sites in the perovskite and can be estimated from the lattice constant.13

We note that for the one-dimensional planar setup, our simulations with ChargeTransport.jl match

those obtained with Ionmonger, the simulation tool used in the aforementioned works.14,15,18

S3. ADDITIONAL ELECTRONIC RESULTS

In this section, we present additional figures that support the arguments made in the main text.

Section S3 A provides the recombination current densities and Sections S3B and S3C show additional

results for the low-surface-recombination case (C4) and the reference configuration (C1), respectively.

For the intermediate test cases C2 and C3 we have similar results.

A. Recombination currents

FIG. S1. Radiative recombination current density Jrad for all four test cases C1 to C4 for varying texture

heights. The arrows indicate the direction of increasing texture height.
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FIG. S2. Surface recombination current density at the PVK/HTL interface JSR, HTL for all four test cases C1

to C4 for varying texture heights. The arrows indicate the direction of increasing texture height.

FIG. S3. Surface recombination current density at the ETL/PVK interface JSR, ETL for all four test cases C1

to C4 for varying texture heights. The arrows indicate the direction of increasing texture height.

FIG. S4. Shockley-Read-Hall recombination current density JSRH for all four test cases C1 to C4 for varying

texture heights. The arrows indicate the direction of increasing texture height.
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B. Carrier densities and electric field for low surface recombination

FIG. S5. Simulated vacancy density na within the PVK layer for the studied solar cell setup during the

forward scan for the test case C4 at (a) zero applied voltage and (b) an applied voltage near open-circuit voltage

(V = 1.2V). We have an average vacancy density of na = 6.0× 1022 m−3 for all texture heights.

FIG. S6. Simulated charge carrier densities of electrons nn and holes np during the forward scan for the test

case C4 at an applied voltage near short-circuit conditions (V = 0V). The boxes indicate the integral averages

of the densities over the perovskite material layer.
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FIG. S7. Simulated charge carrier densities of electrons nn and holes np during the forward scan for the test

case C4 at an applied voltage near open-circuit (V = 1.2V). The boxes indicate the integral averages of the

densities over the perovskite material layer.

FIG. S8. Simulated electric field for the test case C4 at an applied voltage near open-circuit (V = 1.2V). The

colour and the stream plot indicate the strength ∥ − ∇ψ∥2 and the direction of the electric field, respectively.
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C. Carrier densities and electric field for reference configuration

FIG. S9. Analogously to Fig. ??, we show the electric field and carrier densities for the test case C1 (reference

configuration). (a) Electric field for three texture heights hT = 0, 300, 600 nm for V = 0V applied voltage. The

colour and the stream plot indicate the strength ∥ − ∇ψ∥2 and the direction of the electric field, respectively.

(b) The corresponding ratio between hole and electron density np/nn for V = 1.2V applied voltage. (c) 2D

device geometry with the vertical cross-section indicated (top), along which the carrier densities (bottom) are

extracted. More precisely, we see one-dimensional profiles of the electron (blue) and hole densities (red) at an

applied voltage V = 1.2V for varying texture height. In the density plot, brighter colours indicate greater texture

height, with arrows showing the direction of increasing texture height.
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FIG. S10. Simulated vacancy density na within the PVK layer for the studied solar cell setup during the

forward scan for the test case C1 at (a) zero applied voltage and (b) an applied voltage near open-circuit voltage

(V = 1.2V). We have an average vacancy density of na = 6.0× 1022 m−3 for all texture heights.

FIG. S11. Simulated charge carrier densities of electrons nn and holes np during the forward scan for the test

case C1 at an applied voltage near short-circuit conditions (V = 0V). The boxes indicate the integral averages

of the densities over the perovskite material layer.

13



FIG. S12. Simulated charge carrier densities of electrons nn and holes np during the forward scan for the test

case C1 at an applied voltage near open-circuit voltage (V = 1.2V). The boxes indicate the integral averages of

the densities over the perovskite material layer.

FIG. S13. Simulated electric field for the test case C1 at an applied voltage near open-circuit (V = 1.2V). The

colour and the stream plot indicate the strength ∥ − ∇ψ∥2 and the direction of the electric field, respectively.

S4. OPTICAL CONVERGENCE SCAN

We check the convergence of the optical simulations.

The accuracy of the FEM simulations is primarily determined by two parameters: the polynomial

degree p and the maximum element side length h. Higher polynomial degrees p improve the approxi-
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FIG. S14. The numerical error of the finite element simulation with respect to the used polynomial degree p

and fixed maximum side length h = 0.5. (a) The average relative error of the photogeneration rate G. (b) The

relative error of the generated current density Jgen.

mation quality on each finite element, which, in turn, reduces the numerical error. Similarly, decreasing

the maximum element side length h leads to a finer mesh and allows for a more accurate representation

of the geometry and solution. To quantify the error, we compute the relative error ϵrel := (uk − u)/u,

where k ∈ p, h. Here, uk denotes the numerical solution computed with a given polynomial degree p or

mesh size h, and u is a reference solution obtained with high p or small h, respectively. Figure S14 shows

the average relative error in the photogeneration rate G(x) as well as the relative error of the generated

current density Jgen in dependence of the polynomial degree p.
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