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Supporting Information 1. Document preprocessing methodology using GROBID (GeneRation Of 

BIbliographic Data) system. The preprocessing step employs GROBID for converting unstructured 

scientific PDF documents into structured XML/TEI formats. GROBID excels at identifying and 

extracting multiple document components: document metadata (titles, author information, 

affiliations), structural elements (headers, abstracts, sections, subsections), visual components 

(figures, tables), and bibliographic information (citations, references). The system implements a 

comprehensive labeling mechanism for fine-grained document structure analysis, incorporating 

advanced features such as language identification, sentence segmentation, and adaptive handling 

of various academic writing styles. Notably implemented at major scientific repositories including 

ResearchGate and CERN, GROBID enables reliable transformation of unstructured scientific 

documents into machine-readable formats suitable for subsequent analysis.

Supplementary Information (SI) for Materials Advances.
This journal is © The Royal Society of Chemistry 2025



 

Supporting Information 2. Engineered prompts and Chain-of-Thought (CoT) methodology for 

extracting scientific data. The prompt engineering was specifically designed to extract three key 

categories of information from sodium-ion battery research literature: (1) electrode preparation 

conditions, (2) electrolyte specifications used in electrochemical evaluations, and (3) compositional 

details of layered metal oxide cathode materials. The prompts were structured to facilitate 

systematic extraction through Chain-of-Thought reasoning, enabling the language model to 

logically process and identify relevant technical information from complex scientific texts. This 

approach ensures comprehensive and accurate extraction of materials science parameters critical 

for sodium-ion battery research. 

 

 

 

 



Supporting Information 3. Evaluation Methods 

3.1 Confusion Matrix 

The confusion matrix serves as a fundamental tool for evaluating model classification performance 

through multiple dimensions. In binary classification scenarios, it enables quantitative analysis of 

model prediction accuracy for both positive and negative cases. This matrix facilitates the 

identification of misclassification patterns and potential prediction biases toward specific classes. 

Notably, it provides objective performance evaluation even in cases of data imbalance, making it 

instrumental in determining model improvement strategies. 

Key Components: 

True Positive (TP): Correct identification of positive cases 

True Negative (TN): Correct identification of negative cases 

False Positive (FP): Type I error - negative cases incorrectly classified as positive 

False Negative (FN): Type II error - positive cases incorrectly classified as negative 

Performance Metrics: 

Precision =  TP / (TP +  FP) 

Recall =  TP / (TP +  FN) 

Accuracy =  (TP +  TN) / (TP +  TN +  FP +  FN) 

F1 Score =  2 ×  (Precision ×  Recall) / (Precision +  Recall) 

 

3.2 Economic Efficiency 

Economic efficiency assessment incorporates four quantitative metrics: the average number of 

tokens used for input processing, the average token count for output generation, the processing 

duration required per question in seconds, and the operational cost measured in USD per 100 

questions processed. 

 

3.3 Reliability 

System reliability is evaluated through two key measures: the consistency score derived from the 

average of 5 repeated trials, and the self-confidence metric calculated from the mean confidence 

scores. 



3.4 RAGAS Framework 

The RAGAS (Retrieval Augmented Generation Assessment) framework provides an automated, 

reference-free approach for evaluating language model outputs, with particular emphasis on 

hallucination detection. The framework evaluates three critical aspects: 

Key Metrics: 

Semantic Similarity: The metric evaluates the semantic alignment between generated and reference 

content using a cross-encoder model, producing a normalized score between 0 and 1, where higher 

scores represent stronger semantic correspondence between outputs. 

Faithfulness: The metric quantifies factual consistency by decomposing responses into discrete 

claims and validating them against the source material, yielding a score between 0 and 1 that 

represents the proportion of verifiable claims.  

The implementation follows standardized RAGAS protocols to ensure systematic and objective 

evaluation of response quality and reliability. 

 

 

 

 

 

 

 

 



 

Supporting Information 4. GPT-4o Response Evaluation Across Different Context Lengths 

 

 

 

 

 

 

Supporting Information 5. GPT-4o-mini Response Evaluation Across Different Context Lengths 

 



 

Supporting Information 6. GPT-3.5-turbo Response Evaluation Across Different Context Lengths 

 

 

 

 

 

 

Supporting Information 7. Performance Analysis of Advanced RAG Techniques for Scientific 

Information Extraction from Research Literature 


