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Note 1. Carrier dynamics in MoSe2 

 The carrier dynamics of MoSe2 was evaluated by multiple exponential fitting, 

∆𝐴 (𝑡) = ∑ 𝐴𝑖  exp(−𝑡/𝜏𝑖)
𝑛
𝑖=1 , 

where 𝐴𝑖 represents the amplitude of the exponential component, and 𝜏𝑖 denotes its corresponding 

decay time.  

Monolayer MoSe2 exhibits three distinct decay components both above and below the CM threshold, 

measured under a consistent photon density of 1.3x1012 photons/cm2 (see Figure S5a and Table S1). 

These components correspond to: exciton formation time from electron-hole pairs (𝜏𝑓𝑎𝑠𝑡)1-5, defect 

capturing (𝜏𝑑𝑒𝑓𝑒𝑐𝑡)6, exciton recombination process (𝜏𝑒𝑥𝑐𝑖𝑡𝑜𝑛)4. 

The exciton formation time, which is associated with longitudinal optical phonon emission from hot 

electrons or free carrier states3, 5, 7-9, remains similar across both excitation energies. However, the 

amplitude of exciton formation above the CM threshold is approximately twice that observed below 

the threshold, attributed to the generation of twice as many free carriers through CM. 

The subsequent decay component, defect trapping, demonstrates consistent amplitudes and timescales 

across both excitation conditions. This consistency suggests that the number of excitation photons 

significantly exceeds the defect density3, saturating the available trapping sites. While the timescales 

of the slowest decay component (𝜏𝑒𝑥𝑐𝑖𝑡𝑜𝑛 ) remain comparable regardless of excitation energy, its 

amplitude is approximately twice as large above the CM threshold, indicating the generation of twice 

as many excitons in this regime. 

The temporal evolution of CM in monolayer MoSe2 was analyzed in Figure S5b. The CM factor 

indicates that the normalizing parameter from below threshold excitation (1.46Eg) to above threshold 

excitation (2.30Eg) with identical incident photon density (1.3x1012 photons/cm2). The CM factor 

initially reaches 2 under 2.30Eg excitation, however, gradually decreases to 1 owing to twice amplitude 

of fast recombination (𝐴𝑓𝑎𝑠𝑡) and exciton relaxation (𝐴𝑒𝑥𝑐𝑖𝑡𝑜𝑛) over time delay. 

 𝑨𝒇𝒂𝒔𝒕(10-3) 𝝉𝒇𝒂𝒔𝒕 (ps) 𝑨𝒅𝒆𝒇𝒆𝒄𝒕(10-4) 𝝉𝒅𝒆𝒇𝒆𝒄𝒕 (ps) 𝑨𝒆𝒙𝒄𝒊𝒕𝒐𝒏(10-4) 𝝉𝒆𝒙𝒄𝒊𝒕𝒐𝒏 (ps) 

2.30Eg 7.04 ± 2.08 0.33 ± 0.12 4.21 ± 1.80 6.02 ± 5.7 7.40 ± 1.31 144.8 ± 62 

2.06Eg 7.57 ±1.83 0.32 ± 0.05 3.15 ± 2.13 6.36 ± 4.0 7.37 ± 1.20 189.7 ± 78 

1.94Eg 3.64 ± 1.50 0.29 ± 0.13 3.91 ± 1.28 8.50 ± 5.5 3.84 ± 1.63 144.8 ± 62 

1.46Eg 3.30 ± 1.33 0.31± 0.12 3.15 ± 2.67 5.70 ± 3.8 3.76 ± 0.79 173.6 ± 40 

Table S1. Carrier decay parameters of monolayer under 1.3x1012 photons/cm2 excitation. 
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Note 2. Evidence of carrier multiplication  

When carrier multiplication (CM) occurs, the excess energy above bandgap excites additional 

electron-hole pairs. This process manifests through three distinctive fingerprints:  

(1) Increase of the maximum |∆A(𝐸)|max 

The number of excited carriers is linearly proportional to |∆A(𝐸)|max. As depicted in Figure 1b and 

1c, the two-fold increase in |∆A(𝐸)|max  above CM threshold energy (2.30Eg) indicates a 

corresponding two-fold increase of excited carriers. 

(2) Transient Stark shift  

CM occurring within a few picoseconds, leads to a transient local electric field enhancement, 

resulting in a transient Stark shift. This phenomenon causes linewidth broadening and redshift at early 

time delays as observed in Figure S6. The increased number of carriers arising from CM rapidly 

undergo Auger recombination, causing the spectral shift to disappear and return to the state without 

CM. The temporal evolution of the transient Stark shift is shown in Figure S7. 

(3) Delayed build-up dynamics 

 Without CM, the excess energy rapidly thermalizes to band-edge states, leading to prompt build-up 

dynamics. However, when the photon energy exceeds the CM threshold energy, the build-up time is 

delayed owing to the additional energy relaxation process (red arrow in Figure 1b). Notably, the 

threshold energy of CM in monolayer MoSe2 is exactly twice the bandgap, such that the delayed build-

up is observed at >2Eg excitation (Figure 1b and S8 for monolayer and Figure S11 for bulk).  

These three distinct features serve as clear validation of CM. 
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Note 3. Evaluation of quantum yield 

CM efficiency is evaluated through carrier generation rate per photon. Using transient absorption 

spectroscopy, we monitored the carrier population based on the spatio-temporally resolved ΔA signal. 

The absorbed photon density (APD) is calculated by pump fluence, absorption (Figure S3 for 

monolayer and Figure S10 for bulk MoSe2), and beam area: 

𝐴𝑃𝐷 =
𝑃𝑜𝑤𝑒𝑟(𝐽)×𝐴𝑏𝑠𝑜𝑟𝑝𝑡𝑖𝑜𝑛×𝑒

𝐴𝑟𝑒𝑎(𝑐𝑚2)×𝐸𝑛𝑒𝑟𝑔𝑦 (𝑒𝑉)
, 

where e is electric charge to convert Joules to electron volts. We used a 75-𝜇m pinhole to calculate the 

beam area from the post-to-pre-pinhole power ratio. Detailed APD calculations are shown in Tables 

S2 and S3. The MoSe2 sample was excited with a sufficiently low photon density (1011–1014 photons 

/cm2) that nonlinear effects, including many-body effects, were negligible (Fig. 1c, Figures S9 and 

S12). Based on the maximum ∆A max intensity for the A exciton as a function of absorbed photon 

density at various pump energies, we were able to obtain the linear slope by linear fitting (Figure 1c 

for monolayer and Figure S12 for bulk). This linear slope implies the rate of carrier generation per 

photon. The slopes were identical at excitation < 2Eg, whereas the slopes became steeper at pump 

energies > 2Eg. Below 2Eg, CM does not occur, and the average slope corresponds to a quantum yield 

(QY) of 1, equivalent to one photon generating one electron-hole pair. Twice that slope is QY = 2, 

wherein one photon creates two electron-hole pairs. Each slope was normalized by the QY = 1, and 

the results are presented in Figure 1d as a function of excitation energy normalized by the bandgap 

(Eg). The same evaluation method was applied to analyze the results for bulk MoSe2, as illustrated in 

Figure 1d and Figure S12. 
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Note 4. Quantification of CM efficiency 

 We quantified CM efficiency based on the competition between relaxation and CM. This model is 

described in detail in Beard et al10. CM QY can be depicted as: 

𝑄𝑌 = ∑ 𝑗
𝑘𝑐𝑜𝑜𝑙 ∏ 𝑘𝐶𝑀

(𝑖−1)𝑗
𝑖=0

∏ (𝑘𝑐𝑜𝑜𝑙 + 𝑘𝐶𝑀
(𝑖)

)𝑗
𝑖=1

𝑚

𝑗=1

 , 

where 𝑘𝑐𝑜𝑜𝑙 is the cooling rate, 𝑘𝐶𝑀 is the carrier multiplication rate, and m is rounding down to the 

nearest integral product of the photon energy over the bandgap. Thus, 𝑚 = [ℎ𝑣/𝐸𝑔] and 𝑘𝐶𝑀
0 = 1. 

The competition between 𝑘𝑐𝑜𝑜𝑙 and 𝑘𝐶𝑀 is expressed as:  

𝑘𝐶𝑀 = 𝑘𝑐𝑜𝑜𝑙𝑃 (
ℎ𝜈 − ℎ𝜈𝑡ℎ

ℎ𝜈𝑡ℎ
)

𝑠

 , 

Where P is the competition factor between 𝑘𝐶𝑀  and 𝑘𝑐𝑜𝑜𝑙 , and the exponent s is set to 2 due to 

Keldysh treatment10, 11. Finally, CM efficiency (𝜂𝐶𝑀) can be defined as:  

𝜂𝐶𝑀 =
𝑃

𝑃 + 1
 ×  100% . 

Using QY, we calculate the ratio RCM = (NCM – N0)/N0  100%. NCM (N0) is the number of carriers 

generated in the energy range from 2Eg to 3Eg with (without) CM, respectively. As such, we get NCM 

(N0) by integrating QY for a corresponding 𝜂𝐶𝑀  (for 𝜂𝐶𝑀=0). 
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Note 5. Details regarding CM calculations 

In this subsection, we explain the details of the CM calculations used in this study, as depicted in 

Figure S14. We describe the situation where an excited first electron in the initial 𝐼1  state in the 

conduction band jumps to final state 𝐹1 in the same or another conduction band while transferring its 

energy and momentum to a second electron in the initial 𝐼2 state in the valence band, such that the 

second carrier jumps to final state 𝐹2, satisfying energy-momentum conservation. We describe the CM 

probability 𝜇(ℏ𝜔, 𝐼1) as: 

𝜇(ℏ𝜔, 𝐼1) = ∑ ∑ ∫ 𝑑𝒌𝐹1
𝛿(ℏ𝜔 − 𝐸𝑛𝐼1

(𝒌𝐼1

𝑢𝑛𝑜𝑐𝑐

𝑛𝐹1

𝑜𝑐𝑐

𝑚

) + 𝐸𝑚(𝒌𝐼1
))  ξ(I1, 𝐹1)      (1) 

𝜉(𝐼1, 𝐹1) =  ∑ ∑ ∫ 𝑑𝒌𝐼2

𝑜𝑐𝑐

𝑚𝐼2

𝑑𝒌𝐹2
𝛿(𝐸𝑛𝐹1

+ 𝐸𝑚𝐼2
− 𝐸𝑛𝐼1

− 𝐸𝑛𝐹2
)𝛿(𝒌𝐹1

+ 𝒌𝐼2
− 𝒌𝐼1

−

𝑢𝑛𝑜𝑐𝑐

𝑛𝐹2

𝒌𝐹2
).     (2) 

Here, 𝑚 is the band index for the occupied bands, 𝒌𝛼 (𝑛𝛼 and 𝑚𝛼) is the lattice momentum (band 

indices) of the  𝛼 state (𝛼 = 𝐼1, 𝐼2, 𝐹1, and 𝐹2). The delta function 𝛿(ℏ𝜔 − 𝐸𝑛𝐼1
(𝒌𝐼1

) + 𝐸𝑚(𝒌𝐼1
)) 

in Eq. (1) imposes energy conservation during the optical excitation process for a given photon energy 

ℏ𝜔, while the two delta functions in Eq. (2) impose energy-momentum conservation during the CM 

transitions 𝐼1 → 𝐹1 and 𝐼2 → 𝐹2.  

To model the experimental conditions, in which a pump laser with a finite full width at half 

maximum (FWHM) is used, 𝛿(ℏ𝜔 − 𝐸𝑛𝐼1
(𝒌𝐼1

) + 𝐸𝑚(𝒌𝐼1
))  was approximated by the Gaussian 

function. The FWHM of the Gaussian function was set at 79.49 and 50.61 meV for the monolayer and 

bulk cases, respectively, following the accuracy of the pump laser used for the corresponding CM 

experiments. Direct calculation of the triple integrations over the whole momentum space—one in Eq. 

(1) and two in Eq. (2)—is highly resource-intensive. We thus proposed an alternative approach, which 

generalizes the scheme introduced by Bang and Kang12 into higher dimensions. 

 

Computational Methods for the CM efficiency density N(I1) 

To efficiently evaluate the multiple integrals over momentum space, we extended Bang-Kang’s 

approach12 as follows. First, for a given first carrier’s initial state (𝐼1), we searched for the final state 

(𝐹1)  by sweeping over the entirety of the unoccupied bands (2nd and 3rd bands, in this specific 
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example) on a momentum grid within the energy window |𝐸3𝐹1
− 𝐸𝐼1

| >  𝐸𝑔  or |𝐸2𝐹1
− 𝐸𝐼1

| >  𝐸𝑔, 

as depicted in Figure S15a. Here, 𝐸𝐼1
  is the energy of 𝐼1  state, 𝐸2𝐹1

 and 𝐸3𝐹1
  are the respective 

energies of the 𝐹1 states in the 2nd  and 3rd bands, and 𝐸𝑔  is the global energy gap. We note that 

when ℏ𝜔 ∼ 2𝐸𝑔, the energy difference between 𝐼1 and 𝐹1 should be comparable to 𝐸𝑔  (|𝐸3𝐹1
−

𝐸𝐼1
| ∼ 𝐸𝑔 or |𝐸2𝐹1

− 𝐸𝐼1
| ∼ 𝐸𝑔 in our specific example) to fulfil the energy conservation imposed by 

the 2𝐸𝑔  optical excitation described by 𝛿(ℏ𝜔 − 𝐸𝑛𝐼1
(𝒌𝐼1

) + 𝐸𝑚(𝒌𝐼1
))  (Figure S15a). Once we 

had obtained the list of 𝐹1  states with energy and momentum differences 𝛥𝐸(𝐼1, 𝐹1) = 𝐸3(2)𝐹1
−

𝐸𝐼1
,  𝛥𝑘(𝐼1, 𝐹1) = 𝒌𝐹1

− 𝒌𝐼1
 , we shifted the valence bands by −ΔE(𝐼1, 𝐹1)  and −Δk(𝐼1, 𝐹1)  in 

energy-momentum space (Figure S15b). 𝐼2 and 𝐹2 can be efficiently and simultaneously determined 

by counting the density of crossing states between the shifted valence and the conduction bands. This 

scheme is pivotal to avoid the double momentum integration, ∫ ∫ 𝑑𝒌𝐼2
𝑑𝒌𝐹2

, thereby greatly reducing 

the computational cost. Note that counting the crossing points can be done much more efficiently by 

first subtracting the shifted valence band energy from the conduction band energy on the momentum 

grid and obtaining the density of states (DOS) from the subtracted energies. One can then figure out 

the existence of the crossing point by simply summing the DOS at the zero energy over the conduction 

bands on the momentum grid. These results require proper normalization by dividing by the square of 

the number of sampled 𝒌 -points. Figure S15c shows example crossing points and corresponding 

excited carriers at 𝐹1 and 𝐹2. The crossings occur when the energy difference (indicated by the green 

double arrows) is zero for a given momentum, as marked by the red circles.  

 

Details of CM calculations for monolayer MoSe2 

CM efficiency was calculated from the 20×20×1 uniform k-grid in the first Brillouin zone (BZ) of 

monolayer MoSe2 (Figure S16d). We considered optical excitation by ℏ𝜔 =  2𝐸𝑔 ∼ 3.08 eV. The 

FWHM of 79.5 meV was incorporated into our calculations by introducing the Gaussian function. 

The color gradient in Figure S16b. highlights the band crossings obtained by summing the Gaussian 

functions from different valence bands. Due to energy conservation, it was safe to search for qualified 

𝐹1 states within the energy window −1.3 𝐸𝑔 < 𝐸𝑛𝐹1
− 𝐸𝐼1

< −0.91 𝐸𝑔 for this monolayer case. To 

obtain the zero-energy DOS, which corresponds to the count of the band crossings, from a discretized 

𝒌-point sampling, we used a Gaussian broadening of 100 meV for the energy difference between the 
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pristine conduction and the shifted valence bands. The normalized CM efficiency was then linearly 

interpolated along the high-symmetry lines Γ − 𝑀 − 𝐾 − Γ. The CM efficiency is localized at the 𝐾 

and 𝐾’ points. Thus, our calculations support that CM can occur near 𝐾 and 𝐾’. 

 

Details of CM calculations for bulk MoSe2 

CM efficiency was calculated from the 20×20×4 uniform k-grid in the first BZ of bulk MoSe2 (Figure 

S17d). Optical excitation by ℏ𝜔 =  2𝐸𝑔 ∼  2.38 eV was considered, and Gaussian functions with 

FWHM of 50.6  meV were used. We used the lower FWHM in the bulk calculations due to the 

experimental conditions, in which the lower indirect band gap of bulk MoSe2 requires a lower-

frequency laser, accompanied by lower FWHM. The Gaussian functions at a given conduction band 

point were summed over the valence bands highlighted by the color gradient in Figure S17b. We 

searched qualified 𝐹1 states within the energy window −1.68𝐸𝑔 < 𝐸𝑛𝐹1
− 𝐸𝐼1

< −0.84𝐸𝑔 for this 

bulk case. To obtain the zero-energy DOS from a discretized 𝒌-point sampling, we used a Gaussian 

broadening of 100 meV for the energy difference between the conduction bands and the shifted valence 

bands. The normalized CM efficiency was then linearly interpolated along the high-symmetry lines 

Γ − 𝑀 − 𝐾 − Γ − 𝐴 − 𝐿 − 𝐻 − 𝐴. These calculations yielded a CM efficiency that was nearly zero 

over the whole BZ. Thus, our calculations indicate that the CM efficiency of bulk MoSe2 is negligible 

for the tested 2𝐸𝑔 optical excitation. 
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Note 6. Absence of 2Eg CM channels from hot hole carriers in monolayer MoSe2 

In this section, we demonstrate that 2Eg carrier multiplication (CM) channels are absent for hole 

carriers in monolayer MoSe2. The analysis focuses on the ideal CM case at an optical frequency of 

2Eg, where Eg is the direct band gap. The corresponding figure (Figure S18) shows 2Eg optical 

excitation in the valence bands near the Fermi level, with pristine band structures depicted in black 

and energy-shifted valence bands in red. The intersections of these shifted bands with the 

conduction bands, representing potential 2Eg excitation channels, are marked in red. 

Representative holes and electrons are shown as blue and orange circles, respectively.  

For a valence band hole to contribute to CM, it must relax to a higher energy state. 

However, this process is restricted by Pauli blocking: holes created within a gray-

shaded ’forbidden zone’ cannot contribute to CM because no unoccupied states exist above 

them by more than Eg. As shown in the figure, all potential 2Eg excitation channels fall within 

this forbidden zone, indicating that no viable excitations are possible. 

Thus, for hole-based CM channels to exist at 2Eg, there must be Bloch states at the boundary 

of the Pauli-blocked region, which requires 2Eg band nesting. Since 2Eg band nesting does not 

occur in the valence band, we conclude that there are no 2Eg CM channels originating from 

holes in monolayer MoSe2. 
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Note 7. Spatiotemporal carrier dynamics  

We analyzed the spatial carrier distribution ∆A (x, t) via multiple pump location measurements 

relative to the probe center (Figure S19a). The pump-probe distance (d) was controlled by moving the 

pump position in one direction, across a range of -3 μm to 3 μm. The relative distance between the 

pump and probe was tracked by a CCD camera. The carrier distribution for the distance at a certain 

time was fitted by the Gaussian function as follows: 

𝛥A (𝑥, 𝑡) ≈  𝑁(𝑥, 𝑡) = 𝑁(0, 𝑡) ∗ exp [−
(𝑥−𝑥0)2

2∗σ2(𝑡)
],    (1) 

where 𝑁 is the carrier population represented by ∆A, x is the distance between the pump and probe, 

and σ is the Gaussian width (Figure S19c). Spatial broadening over time can be described as a 

function of the relationship between the Gaussian width and the diffusion coefficient (𝐷): 

𝐷 =
𝛥σ2(𝑡)

2𝛥𝑡
=

σ2(𝑡)−σ2(0)

2𝛥𝑡
.     (2) 

Owing to the linear relation between 𝐷 and 𝛥σ2(𝑡), D was obtained by linear fitting in Figure 4b 

and Figure S20. The diffusion length (𝐿) was calculated by 

𝐿 = √σ2(𝑡) − σ2(0).     (3) 
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Note 8. Carrier diffusion in MoSe2 

The initial fast carrier diffusion coefficients in monolayer and bulk MoSe2 are 1.0 × 104 and 0.3 × 104 

cm2/s, respectively (Figure 3b). This rapid carrier diffusion contributes to fast hot carrier expansion. 

After photoexcitation, the carrier temperature reaches thousands of degrees Kelvin due to lower heat 

capacity of the electrons, and hot carriers expand rapidly with their excess energy converting to high 

kinetic energy. After this expansion, negative diffusion occurs from 1–10 ps because of the temperature 

mismatch between the diffusion of hot carriers and excitons, as seen in previous results8, 13 (Figure 

S20). During this contraction, carrier–phonon coupling induces thermalization of the hot carriers. They 

rapidly cool down to band-edge states, losing their kinetic energy and forming excitons. However, 

carrier–phonon coupling leads to lattice heating within 10 ps, resulting in the recovery of diffusion. 

The exciton diffusion coefficient is 10.4 cm2/s (Figure S20), almost identical to the reported diffusion 

coefficient (12 ± 3 cm2/s) for the MoSe2 monolayer14. In contrast, the Gaussian width does not increase 

in bulk MoSe2 after expansion. The many-body effects are negligible in our findings; hence, one 

possible explanation is that the defect states can restrict exciton diffusion, causing it to gradually reach 

a steady state over time. This is supported by the carrier dynamics of bulk MoSe2, where recombination 

mainly occurs within 10 ps and residual or trap-captured excitons survive for up to 1 ns (Figure S11). 

A similar phenomenon has been observed in perovskite15 and bulk MoTe2
16. 
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Note 9. Ballistic transport in MoSe2 

 As described in main manuscript, the ballistic transport was evaluated using power function, 

Δ𝜎2(𝑡) = 𝐷𝑡𝛽, where the 𝛽 is transport exponent that characterizes the nature of carrier transport. 

The fitting procedure is detailed as follows:  

∆𝑆𝑊𝐷2(𝑡) = {
 0,              𝑡 < 0

 𝐷𝑡𝛽, 𝑡 > 0
 

The transport exponent 𝛽 is initially close to 2 for time scales below 0.7 ps, indicating that carrier 

spreads via ballistic manner. However, 𝛽 decreases significantly to around 1 as the time increases, 

which is characteristic of a general diffusion process. (Figure S21) 
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Note 10. Scalability and stability considerations for practical application 

The exceptional carrier multiplication (CM) efficiency of monolayer MoSe2, achieving a quantum 

yield of 2.0 at 2Eg (Figure 1d), holds significant promise for photovoltaic applications17, 18. However, 

practical implementation requires addressing scalability and stability challenges inherent to 2D 

materials. For instance, scalable synthesis of uniform, high-quality monolayer MoSe2 remains a critical 

hurdle, as conventional chemical vapor deposition (CVD) processes can introduce grain boundaries 

and substrate-induced strain during growth or transfer, which degrade optoelectronic performance. 

Recent advances in wafer-scale growth19, 20 offer promising pathways for scalable synthesis. In 

addition, hybrid in-situ growth architectures21-24 may reduce transfer-related damage and enhance 

interfacial charge extraction. Long-term stability concerns, including environmental degradation, can 

be mitigated through advanced encapsulation strategies using hexagonal boron nitride (hBN)25, 26, 

which have demonstrated enhanced stability. Post-growth treatments like pulsed laser-assisted 

sulfurization22 or hydrogen plasma passivation27 could be employed to suppress defect states.  

Despite these challenges, the unparalleled CM efficiency achieved in CVD-grown MoSe2 under 

ambient conditions expands the potential for wafer-scale, stable, high-performance optoelectronics. 

Continued advancements in synthesis, encapsulation, and integration strategies are expected to bridge 

the gap between laboratory-scale performance and commercial photovoltaic applications, paving the 

way for next-generation energy-harvesting, quantum optoelectronic, and photonic technologies. 

One additional consideration is the behavior of intermediate-layer MoSe2. While our study focuses on 

monolayer and bulk MoSe2, intermediate (few-layer) systems offer further insight into the role of CM 

in 2D layered system. Intermediate layers are expected to exhibit a gradual transition in electronic 

properties, with reduced quantum confinement compared to the monolayer. The recent work on 2D 

layered black phosphorus revealed a continuous reduction in CM efficiency as the number of layers 

increases (from 2L to 4L)28, suggesting a similar trend expected in MoSe2. Moreover, studies have 

reported that the transition from a direct to an indirect bandgap in MoSe2 emerges as early as the 

bilayer29 or trilayer30, where the emergence of an indirect bandgap suppresses CM by introducing 

momentum mismatches that limit energy-conserving pathways. These findings further emphasize the 

superiority of the monolayer form for achieving ideal CM efficiency. 
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Figure S1. Carrier multiplication. Quantum yield as a function of photon energy normalized by the 

bandgap energy (hν/Eg) for various carrier multiplication (CM) efficiencies (ηCM). The step-like 

increase in QY at hν = 2Eg represents the maximum limit of CM, while lower efficiencies result in 

gradual increases. The shaded region indicates the range used for integrating the number of generated 

carriers. (b) Correlation between CM efficiency and the integrated number of carriers generated from 

(a) within the range 2Eg < hν < 3Eg. Insets illustrate the CM process: at lower efficiency, energy loss 

channel dominate, reducing carrier generation. At higher efficiency, energy is efficiently utilized to 

generate multiple carriers through CM. It is worth noting that while CM efficiencies of 95% and 99% 

are close to the ideal CM, the generated carrier densities are 58% and 29% fewer than those of the 

ideal, respectively. This discrepancy becomes more pronounced over extending range of photon 

energies.  
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Figure S2. Sample characterization. (a) Atomic force microscopy (AFM) image (top) and height 

profile (bottom) of our MoSe2 monolayer. We determined that the thickness of the MoSe2 sample was 

1 nm, which is close to typical thickness of a transition metal dichalcogenide (TMD) monolayer31. (b) 

Raman spectrum of the MoSe2 monolayer. The spectrum was fitted using a Lorentzian function, 

showing peak position and vibration mode. The peak positions are identical to those of a MoSe2 

monolayer32. 
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Figure S3. Absorption and photoluminescence spectra of monolayer MoSe2. The absorption 

spectrum of the monolayer is shown in black, with distinct exciton peaks labeled as A, B, and C 

excitons. The red curve represents the photoluminescence (PL) spectrum, corresponding to the A 

exciton peak.. 
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Figure S4. Transient absorption map of monolayer MoSe2. Transient absorption spectroscopy using 

pump energies of 1.46𝐸𝑔  (2.25 eV, a) and 2.30𝐸𝑔  (3.54 eV, b) with the same photon density (1.5 × 

1012 cm-2). After excitation, the monolayer exhibits three photobleaching signals (i.e., the A, B, and C 

excitons), as observed at the absorption spectrum (Figure S3). Despite experiencing the same photon 

density, the intensity of ∆A (i.e., the excited carrier density) is higher at 2.30𝐸𝑔  than 1.46𝐸𝑔  owing 

to CM. 

  



18 

 

 

Figure S5. Carrier dynamics of MoSe2. (a) Carrier dynamics of monolayer MoSe2 under above CM 

(2.30Eg, 2.06Eg) and below CM threshold energy (1.94Eg, 1.46Eg) excitations. The transient absorption 

signal (ΔA) is plotted as a function of time delay, showing two-fold increase in amplitude owing to 

CM. (b) The temporal evolution of Carrier multiplication factor. The factor is obtained by normalizing 

the 2.30Eg excitation (red squares, Figure S5a) to the 1.46Eg reference (gray circles, Figure S5a), 

which is set to factor of 1. 
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Figure S6. Transient absorption spectrum of monolayer MoSe2. Transient absorption spectra were 

obtained by fixing the time delays to (a) 1 ps and (b) 50 ps with same photon density (1 × 1012 cm-2). 

There are two obvious signatures of carrier multiplication. First, the carrier population at 2.30𝐸𝑔  

excitation is twice as high as that at 1.34𝐸𝑔 . Second, two PB peaks at 2.30𝐸𝑔  are red-shifted at 1 ps 

(red arrows) due to Stark shift, compared to those at 1.34𝐸𝑔 . The validation of CM is explained in 

detail in Note 2 in Supporting information. 
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Figure S7. Transient absorption spectrum shift and broadening. We investigated transient spectra 

at 0.5, 2, 10, 50, and 100 ps with pump energies of 1.34𝐸𝑔(a) and 2.30𝐸𝑔(b). The time evolution of the 

spectra was fitted to a Gaussian function, and the center wavelengths and linewidth are plotted in (c). 

The temporally longer shift and broadening at 2.30 𝐸𝑔   were induced by local electric field 

enhancement owing to CM. 



21 

 

 

Figure S8. Carrier dynamics at the A exciton with different excitation energies. The carrier 

dynamics were investigated to evaluate CM with photon energies (a) above or (b) below 2𝐸𝑔  at the A 

exciton state. Considering that ∆A represents photoexcited carrier density, ∆A intensities are equal 

under the same photon density conditions. However, above 2Eg, the intensity is observed to be twice 

that compared to below 2Eg owing to CM. Moreover, the rising dynamics above 2𝐸𝑔  are slower (red 

arrow) than those observed at excitation < 2𝐸𝑔 , providing evidence of the CM. 
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Figure S9. Normalized carrier dynamics at the A exciton. The ∆A dynamics were normalized with 

different photon density and pump energies at the A exciton state. The normalized ∆A dynamics were 

equal, even though the fluence increased. Moreover, the maximum ∆A  intensity was linear as a 

function of photon density (Figure 1c). This indicates that our investigation of CM was performed in 

a linear regime where non-linear effects are negligible. 
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Figure S10. Optical characterization of bulk MoSe2. Steady-state absorption of 30-nm bulk MoSe2, 

including multiple peaks for the A, B, and C excitons. The inset shows a Tauc plot to determine the 

optical bandgap of bulk MoSe2, revealing an indirect bandgap of 1.19 eV32, 33. 
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Figure S11. Transient absorption of bulk MoSe2. Transient absorption kinetics with excitation at 

2.97𝐸𝑔  (red) and 1.73𝐸𝑔  (blue). The absorbed photon density was fixed at 1 × 1014 photons/cm2. 
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Figure S12. CM evaluation in bulk MoSe2. The CM evaluation of bulk was performed in the same 

procedure as the monolayer in Figure 1c. 
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Figure S13. Reproducibility of carrier multiplication in monolayer MoSe2. (a, c) Time-resolved 

carrier dynamics at the A exciton under 2.30Eg and 1.46Eg excitation, measured for two samples 

(Samples 1 and 2, respectively). The absorbed photon density was set to 3.2×1012 photons/cm2 in (a) 

and 3.0×1012 photons/cm2 in (c). (b, d) The maximum intensity of ΔA as a function of absorbed photon 

density for various excitation energies from Sample 1 and Sample 2, respectively. (e) QY was 

compared against pump energy, normalized by bandgap (Eg), across Sample 1 (b), Sample 2 (d) and 

sample 3 (this work, see Figure 1d), highlighting the reproducibility of the CM effect. 
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Figure S14. Inter-valley and intra-valley carrier multiplication process due to the valley 

symmetries. (a) Schematic of orbital hybridization shown in the band structure of monolayer MoSe2. 

For simplicity, we represent the three important orbitals |𝑑𝑧2⟩, |𝑑𝑥2−𝑦2⟩ , and |𝑑𝑥𝑦⟩ near the Fermi 

level in the vicinity of K and K’ points. |𝑑𝑥2−𝑦2⟩   and |𝑑𝑥𝑦⟩  (in blue) are hybridized through 

coupling with their counterparts in neighboring cells (in sky blue), forming the bonding and 

antibonding levels. This positions the |𝑑𝑧2⟩ level near the middle of the bonding and antibonding 

levels. b, An example of the intra-valley CM channel. c, Schematic of the time-reversal operator �̂� 

and the local inversions operator at K (or equivalently K') ℐ̂𝐾 (𝐾′). The two blue and one black bands 

correspond respectively to the bonding, antibonding, and |𝑑𝑧2⟩ levels in (a). (d, e) Inter-valley CM 

channels. For the intra-valley CM channel comprising (𝐼1, 𝐼2, 𝐹1, 𝐹2)  in (c), one inter-valley CM 

channel in (d) is generated by applying the �̂� and ℐ̂𝐾 operators to 𝐼2 and 𝐹2. Another inter-valley 

CM channel in (e) is generated by applying these two operators to 𝐼2 and 𝐹1. Solid and dotted arrows 

represent direct and exchange processes, respectively. 
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Figure S15. Schematic illustration of the generalized Bang-Kang approach. (a) Tested channels 

to transfer energy-momentum from the first carrier to the second. The gray arrows represent energy-

momentum vectors with initial state 𝑰𝟏. The energy gap size is described by the red double arrows. 

We only tested energy-momentum vectors with energy larger than the energy gap, 𝑬𝒈. The dashed 

empty circle indicates the position of the resultant hole. (b) For a given energy-momentum vector, we 

shift the valence band in the opposite direction of the energy-momentum vector shown in a, as depicted 

by the blue band. (c) CM intensity can be efficiently evaluated by counting the density of the crossing 

states between the (blue) shifted valence and the (black) conduction bands. The green double arrow 

indicates the direct gap. Red solid circles indicate the positions of the multiplied electrons.  
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Figure S16. CM calculations for monolayer MoSe2 at 2Eg excitation. (a) Band structure of 

monolayer MoSe2 along the high-symmetry lines of the Brillouin zone (BZ) shown in (d). The direct 

band-gap 𝑬𝒈  at 𝑲  is highlighted by a green double arrow. (b) Crossing points between the 𝟐𝑬𝒈 

shited valence bands (yellow) and the conduction bands. The intensity is contributed by function 

𝜹(ℏ𝝎 − 𝑬𝒏𝑰𝟏
(𝒌𝑰𝟏

) + 𝑬𝒎(𝒌𝑰𝟏
)), which models a Gaussian function with a FWHM of 79.5 meV. The 

magnitude of 𝟐𝑬𝒈 is shown by orange arrows. (c) Calculated CM efficiency for the monolayer bands. 

The thickness of the lines scales with the contribution of CM. (d) The BZ, with high-symmetry lines 

highlighted red. 
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Figure S17. CM calculations for bulk MoSe2 at 2Eg excitation. (a) Band structure of bulk MoSe2 

along the high-symmetry line of the hexagonal BZ shown in (d). The indirect band gap 𝑬𝒈 in the 

𝑲 − 𝚪 line is indicated by a green double arrow. (b) Crossing points between the 𝟐𝑬𝒈 shifted valence 

bands (yellow) and the conduction bands. The intensity is contributed from the function 𝜹(ℏ𝝎 −

𝑬𝒏𝑰𝟏
(𝒌𝑰𝟏

) + 𝑬𝒎(𝒌𝑰𝟏
)), which models a Gaussian function with the FWHM of 50.6 meV. The size of 

𝟐𝑬𝒈 is highlighted by orange arrows. (c) Calculated CM efficiency for the bluk bands along the high-

symmetry lines. The thickness of lines scales with the contribution of CM. (d) BZ with the high-

symmetry lines colored red. 
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Figure S18. Creation of hole in valance bands by 2𝐸𝑔  excitation of electrons. The exemplary hole and 

electron are marked with blue and orange circles, respectively. The pristine band structure is shown 

with the black lines, while the red lines depict the energy-shifted valence bands. Possible excitation 

channels are colored in red on the conduction bands. The gray-shaded region corresponds to 

the ’forbidden zone’, where a valance band hole cannot contribute to the ideal CM process. 
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Figure S19. (a) Schematic of femtosecond spatiotemporal transient absorption microscopy (TAM). 

The probe is positioned at the center of the sample and scans transient absorption as a function of 

pump-probe distance and delay. (b) Spatial carrier distribution of monolayer (top) and bulk MoSe2 

(bottom) visualized by TAM. The carrier diffusion dynamics are represented through pseudo-color 

maps. (c) Pump-probe distance profiles of transient absorption (ΔA) for the monolayer (top) and bulk 

(bottom) at various time delays. Gaussian fitting of the spatial profiles (solid lines) was performed 

across the entire time delay range to extract detailed diffusion behavior over time (see Note 7 in the 

Supporting Information). 

  



33 

 

  

Figure S20. Diffusion coefficient comparison between monolayer and bulk MoSe2. The temporal 

evolution of the squared width broadening (ΔSWD) was monitored for both the monolayer (red) and 

bulk (black). The diffusion coefficients were determined by performing linear fits (solid lines) to the 

data in the corresponding time regimes.  
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Figure S21. Evaluation of ballistic transport in monolayer MoSe2. The temporal evolution of the 

square width distribution (SWD) in the monolayer is represented by open circles. To assess ballistic 

transport, the data was fitted using a power function with a transport exponent. This fitting was 

conducted meticulously at each time delay, starting from negative delay times. The obtained transport 

exponent as function of time delay as well as fitting error are presented in Figure 3c.  
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Table S2. Monolayer MoSe2 absorbed photon density (APD) calculation 

Energy  

(eV) 

Wavelength  

(nm) 

Before pinhole  

(nJ) 

After pinhole  

(nJ) 
Absorption 

APD 

(photons / 

cm2 / nJ) 

3.54  350 22.2 2.25 0.13  5.23×1011 

3.26  380 100 20.00 0.11  9.81×1011 

3.18  390 150 25.00 0.11  8.40×1011 

3.10  400 60 17.50 0.11  1.50×1012 

3.18  410 27 2.50 0.11  4.65×1011 

2.48  500 36 20.00 0.12  3.91×1012 

2.25  550 23 8.70 0.08  1.84×1012 

2.07  600 128 18.00 0.05  4.93×1011 
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Table S3. Bulk MoSe2 APD calculation  

Energy 

(eV) 

Wavelength 

(nm) 

Before 

pinhole  

(nJ) 

After 

pinhole  

(nJ) 

Absorption 

 

APD 

(photons / cm2 

/ nJ) 

3.54 350 100 15.00 0.49  2.92×1012 

3.35  370  102 21.10  0.48  4.17×1012 

3.06  405  100 25.00  0.52  5.96×1012 

2.76  450  105 11.00  0.52  2.78×1012 

2.64  470  103  10.45  0.51  2.78×1012 

2.58  480  103 14.72  0.51  3.99×1012 

2.53  490  102  22.00  0.51  6.17×1012 

2.48  500  102  10.40  0.50  2.91×1012 

2.43  510  104  9.60  0.49  2.61×1012 

2.38  520  101  13.10  0.47  3.62×1012 

2.25  550  100  9.50  0.42  2.48×1012 

2.07  600  100  6.40  0.34  1.47×1012 

1.97  630  100  7.40  0.30  1.57×1012 
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Table S4. CM conversion efficiency 

  Material CM efficiency (%) Ref 

0D 

PbS 44 34 

PbS 40 35 

PbSe (4.7 nm) 41 36  

PbSe 3.12, 7.49, 19.76, 28.29, 37.38, 35.75, 31.85, 34.90 37 

PbSe 40 38, 39 

InP 30 40 

InAs 35 41 

Si (6.5 nm) 63 42 

Si 99 43 

Porous Si 96 43 

FAPb
0.93

Sn
0.07

I
3
 87 44 

FAPb
0.96

Sn
0.04

I
3
 73 44 

FAPb
0.89

Sn
0.11

I
3
 64 44 

FAPbI
3
 40 44 

CsPbI
3
 98 45 

1D 

Si NR 61 42 

PbSe NR 80 46 

PbSe NR 70 47 

PbSe NR 75 36 

2D 

MoTe
2
 99 48 

PbS NS (4 nm) 90 49 

PbS NS (5.9 nm) 50 49  

PbS NS (7 nm) 55 49 

BP (2L) 93 28 

BP (3L) 79  28 

BP (4L) 71 28 

3D 

PbS 29 50 

PbSe 19 50 

Ge 40 51 

Ge 45 52 

Si 57 51 

Si 57 52 

where NR indicates nanorod and NS is nanosheet. 
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