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Appendix
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(b) Statistical Significance: EDL better than RANDOM (one-tailed)
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Figure Al. R? results of EDL compared with random sampling within the SOMAS dataset. Each iteration
adds 500 samples.
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(b) Statistical Significance: EDL better than RANDOM (one-tailed)

-log10(p-value)

0.004 g.004

980

1030 1080 1130 1180 1230 1280 1330 1380 1430 1480 1530 1580 1630 1680 1730 1780 1830 1880
Training Data Size

(c) Effect Size (positive = EDL better)
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Figure A2. R? results of EDL compared with random sampling within the SOMAS dataset. Each step
adding 50 samples.
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(b) Statistical Signifi&ance: EDL better than RANDOM (one-tailed)
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Figure A3. R? results of EDL compared with random sampling, starting with the SOMAS dataset and
generalizing to the PubChem dataset. Each iteration adds 50 samples.
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a0 \b) Statistical Significance: EDL better than RANDOM (one-tailed)
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(c) Effect Size (positive = EDL better)
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Figure A4. R? results of EDL compared with random sampling, starting with the SOMAS dataset and
generalizing to the PubChem dataset. Each iteration adds 500 samples.
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Figure AS5. R? results of EDL compared with random sampling, starting with the CHO subset from
SOMAS and generalizing to the PubChem dataset. Each step adding 50 samples.
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(c) Effect Size (positive = EDL better)
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Figure A6. R? results of EDL compared with random sampling, starting with a matched-size random
subset from SOMAS and generalizing to the PubChem dataset. Each iteration adds 50 samples.
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(b) Statistical Significance: EDL better than RANDOM (one-tailed)
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Figure A7. R? results of EDL compared with random sampling, starting with the CHO subset from
SOMAS and generalizing to the PubChem dataset. Each iteration adds 500 samples.
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(b) Statistical Significance: EDL better than RANDOM (one-tailed)
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(c) Effect Size (positive = EDL better)
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Figure A8. R? results of EDL compared with random sampling, starting with a matched-size random
subset from SOMAS and generalizing to the PubChem dataset. Each iteration adds 500 samples.



