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1. Electronic DFT calculation

The atomic configurations and electronic energies of CO2 and CO hydrogenation process 

on Cu (111) and Cu (211) surfaces were obtained by Shi et al.1 These authors demonstrated 

that hydrogen molecules on the Cu surface readily dissociate at high temperature (Ebarrier = 0.56 

eV on Cu (111), and Ebarrier = 0.69 eV on Cu (211)), thereby allowing for the direct addition of 

hydrogen atoms along the reaction pathway. 

The low-energy pathways shown in Figure 2 were identified by utilizing a microkinetics-

guided machine learning pathway search (MMLPs) method and further optimized by KS-DFT 

calculations. 1 In this study, we did not consider the influence of the gas-phase environment on 

the surface geometry. Therefore, KS-DFT and cDFT calculations are independent of each 

other. The DFT-optimized structures and their corresponding energies, except for the energy 

of the *H+CO2 structure, were directly adopted from Shi et al.1 Because CO2 is often 

considered non-adsorbed on the Cu surface, Shi et al. calculated relative to the gas-phase CO2 

energy. This approach resulted in energy barriers of 0.69 eV on Cu (111) and 0.53 eV on Cu 

(211) for the CO2+H* → HCOO* reaction. In contrast, we calculated the energy barriers 

relative to the *H+CO2 structure, obtaining values of 0.99 eV on Cu (111) and 0.86 eV on Cu 
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(211). The energies of all other structures are consistent with those reported in their work. This 

method can be extended to any gas-phase reaction system, leveraging existing DFT structures 

and energy landscapes.

In the calculation of entropy correction, the vibration analysis were conducted using the 

PBE functional of the GGA method as implemented in the CP2K package.2 To minimize 

basis set superposition errors, the wave functions were expanded in the DZVP-

MOLOPT-SR-GTH basis set3,4 along with the cutoff energy of 450 Ry for the auxiliary 

plane-wave basis set. Core electrons were modeled by the Geodecker-Teter-Hutter 

(GTH) pseudopotentials.5–7 The wavefunction convergence was ensured with an SCF 

tolerance of 10-6. The DFT-D3 method proposed by Grimme8 was added to correct the 

intermolecular van der Waals (vdW) interaction among surface atoms. Since the grid precision 

has limited effect on vibration analysis, only the Γ-point approximation was employed to 

sample the Brillouin zone.9 

The free energy of the intermediates at different temperatures were analyzed through 

Shermo package10 based on the vibration information.

2. Grand potential theory

The computational box was divided into two subsystems: one includes the catalyst with 

chemically adsorbed species, and the other consists of the environmental gas molecules. The 

grand potential of the entire system was calculated from:

(1)Ω =  𝐸𝐾𝑆 ‒ 𝐷𝐹𝑇 +  𝐺𝑐𝑜𝑟𝑟 +  Ω𝑐𝐷𝐹𝑇

where  and  represent the ground-state energy and the free-energy correction for 𝐸𝐾𝑆 ‒ 𝐷𝐹𝑇 𝐺𝑐𝑜𝑟𝑟

bond vibrations of the catalyst and surface species, respectively, and  represents the grand Ω𝑐𝐷𝐹𝑇
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potential of the environmental gas molecules. While  and are obtained from KS-𝐸𝐾𝑆 ‒ 𝐷𝐹𝑇 𝐺𝑐𝑜𝑟𝑟 

DFT calculations,  was calculated using classical density functional theory (cDFT), Ω𝑐𝐷𝐹𝑇

which also provides the density profiles of all gas-phase components around the catalyst 

surface at specified temperatures and pressures. 

The cDFT simulations were carried out using our in-house developed GPU-accelerated 

cDFT package, assuming that gas molecules can be represented by the Lennard-Jones (LJ) 

model11. It has demonstrated in our previous work that the cDFT method is both highly efficient 

and accurate in simulating gas adsorption on surfaces and in nanoporous materials.12,13 Briefly, 

the thermodynamic properties of gas molecules near a catalytic surface are derived from the 

grand potential12,14,15:

      (2)
Ω𝑐𝐷𝐹𝑇 =   𝐹[𝜌𝑖(𝑟)] +  ∑

𝑖
∫[𝑉𝑒𝑥𝑡

𝑖 (𝑅,𝑟) ‒ 𝜇𝑖]𝜌𝑖(𝑟)𝑑𝑟

where  represents the intrinsic Helmholtz energy, and  is the external 𝐹[𝜌𝑖(𝑟)] 𝑉𝑒𝑥𝑡
𝑖 (𝑅,𝑟)

potential of gas species i, and  is the chemical potential. In this work, the external potential 𝜇𝑖

corresponds to the energy experienced by each gas molecule due to its interaction with the 

surface atoms. More specifically,  describes the interaction of a gas molecule at 𝑉𝑒𝑥𝑡
𝑖 (𝑅,𝑟)

position  with the catalyst and chemically adsorbed species. The configuration  is defined 𝑟 𝑅

by the atomic positions of the catalyst and chemically adsorbed surface species. 

The interaction energy between each surface atom and a gas molecule is also given by the 

LJ potential  

                         (3)
𝑉𝐿𝐽(𝑟) = 4𝜀[(𝜎

𝑟)12 ‒ (𝜎
𝑟)6]

where  and  are the energy and size parameters, and  is the distance between the gas 𝜀 𝜎 𝑟
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molecule and the surface atom. The LJ potential parameters, including those for gas-gas 

interactions, are listed in Table S1. The Lorentz-Berthelot mixing rules are used for interactions 

between different species. These parameters are crucial for accurately representing the 

interactions between the gas molecules and the catalyst surface. 

To calculate the chemical potential of the bulk phase, we utilized the modified Benedict–

Webb–Rubin (MBWR) equation of state, which is well-suited for gas-phase systems under 

various conditions of temperature and pressure.16 While the MBWR equation of state and LJ 

potential are typically designed for gas-phase molecules, not for polar molecules such as H2O, 

our simulations were performed at high temperatures and low partial pressures of water vapor. 

In these conditions, the focus of our analysis is primarily on the dispersion interaction of H2O 

molecules with nonpolar gas and surface species, rather than on interactions between H2O 

molecules. This simplification is justified given the low H2O density and high temperature, 

where the gas-phase behavior is less significant compared to the solid-gas interface 

interactions.

For adsorption energy calculations using KS-DFT, we follow the conventional method

(4)𝐸𝑎𝑑 = 𝐸 ∗ 𝑠𝑝𝑒𝑐𝑖𝑒𝑠 ‒ 𝐸 ∗ ‒ 𝑢𝑠𝑝𝑒𝑐𝑖𝑒𝑠

where , , and  represent the energies of the catalyst with the adsorbates, the 𝐸 ∗ 𝑠𝑝𝑒𝑐𝑖𝑒𝑠 𝐸 ∗ 𝑢𝑠𝑝𝑒𝑐𝑖𝑒𝑠

pristine catalyst, and the gas-phase adsorbate molecules, respectively. To determine the Gibbs 

energy of adsorption, entropy correction is applied to the adsorbate molecules due to the 

changes in bond vibrations before and after adsorption.

In the calculation of the grand-potential adsorption energy (Ωad), we need to consider the 

gas phase explicitly. In this case, both the pristine catalyst and the catalyst with the adsorbates 
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are influenced by the presence of gas molecules in the bulk phase. The grand-potential 

adsorption energy is defined as

(5)Ω𝑎𝑑 = Ω ∗ 𝑠𝑝𝑒𝑐𝑖𝑒𝑠 ‒ Ω ∗ ‒ 𝑢𝑠𝑝𝑒𝑐𝑖𝑒𝑠

In the grand-potential approach, the reference state is defined in terms of the bare surface in 

contact with the gas phase under the reaction condition. As shown in Fig. S1 for the co-

adsorption of CO2 and H*, the presence of intermediate species at the surface (viz., adsorbates) 

blocks the physical adsorption of gas-phase species, resulting in an increase of the grand 

potential. 

Substituting Eq. (1) into (5) gives the grand potential correction of the adsorption energy

(6)Ω𝑎𝑑 ‒ 𝑐𝑜𝑟𝑟 = Ω𝑎𝑑 ‒ 𝐺𝑎𝑑 = Ω𝑐𝐷𝐹𝑇 ‒∗ 𝑠𝑝𝑒𝑐𝑖𝑒𝑠 ‒ Ω𝑐𝐷𝐹𝑇 ‒∗

where  is the grand potential of the system at an intermediate state, i.e., the gas  Ω𝑐𝐷𝐹𝑇 ‒∗ 𝑠𝑝𝑒𝑐𝑖𝑒𝑠

phase in contact with the catalyst with the adsorbates, and  corresponds to that of the Ω𝑐𝐷𝐹𝑇 ‒∗

same gas system but in contact with the pristine catalyst. While the electronic properties of the 

catalyst and adsorbates are predicted with KS-DFT, we use cDFT to describe the 

thermodynamic properties of the inhomogeneous gas system using the LJ model. Because we 

use a pristine catalyst in contact with a gas phase as the reference, the grand potential adsorption 

energy is much larger than those obtained from the conventional KS-DFT calculations. The 

external energy of the gas phase changes significantly when the Cu surface is occupied by the 

adsorbates, leading to significant increase of the surface energy (up to 10 kcal/mol) in 

. Intuitively,  can be understood as the energy associated with the reduction Ω𝑎𝑑 ‒ 𝑐𝑜𝑟𝑟 Ω𝑎𝑑 ‒ 𝑐𝑜𝑟𝑟

of attraction energy between gas-phase species and Cu atoms.

After obtaining the grand potential (Ω) for each reaction intermediate, we calculated the 
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reaction energy barrier in the grand potential framework ( ) based on the following equation:Ω𝑏

（7）Ω𝑏 =  Ω𝑇𝑆 ‒ Ω𝐼𝑆 = 𝐸𝑏 + 𝐺𝑏 ‒ 𝑐𝑜𝑟𝑟 +  Ω𝑏 ‒ 𝑐𝑜𝑟𝑟

where  is the grand potential correction term (Eq. S6), defined as:Ω𝑏 ‒ 𝑐𝑜𝑟𝑟

(8)Ω𝑏 ‒ 𝑐𝑜𝑟𝑟 =  Ω𝑐𝐷𝐹𝑇 ‒ 𝑇𝑆 ‒ Ω𝑐𝐷𝐹𝑇 ‒ 𝐼𝑆 = ∆Ω

This means that compared to the free energy barrier (Gb), the grand potential barrier (Ωb) 

includes an additional correction term accounting for the effect of the surface interaction with 

the surrounding environment.

3. Transition State Theory (TST)

3.1 Conventional DFT approach 

According to the transition state theory (TST)17, the rate constant  for each surface 𝑘𝑖

reaction can be expressed as:

                         (9)
𝑘𝑖 =

𝑘𝐵𝑇

ℎ
𝑒

‒ ∆𝐺
𝑘𝐵𝑇

where  represent the energy barrier after the correction for the bond vibration entropy of the ∆𝐺

substrate. The reaction equilibrium constant  is related to the ratio of the forward 
𝐾𝑖 =

𝑘𝑖,𝑓
𝑘𝑖,𝑟

 and reverse reaction rate constants .𝑘𝑖,𝑓 𝑘𝑖,𝑟

Two surface reactions were under consideration in this work:

CO2 + * + H == HCOO*                  (R1)

HCOO* + H == HCOOH*                   (R2)

The rate for Reaction R1 can be expressed as:

             (10)
𝑟1 = 𝑘1,𝑓𝑃𝐶𝑂2

𝜃 ∗ 𝑃𝐻 ‒  𝑘1,𝑟𝜃𝐻𝐶𝑂𝑂 ∗
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where  and  are the partial pressures of CO2 and hydrogen atoms in the gas phase, 
𝑃𝐶𝑂2 𝑃𝐻

respectively, and is the surface coverage of the HCOO* intermediate. Assuming that 𝜃𝐻𝐶𝑂𝑂 ∗  

the hydrogenation of HCOO* is the rate determining step, we can estimate the HCOO* 

coverage based on quasi-equilibrium, .18 The corresponding equilibrium coverage 𝑟1 = 0

becomes:

                      (11)
𝜃𝐻𝐶𝑂𝑂 ∗ =

𝑘1,𝑓𝑃𝐶𝑂2
𝑃𝐻

𝑘1,𝑟
𝜃 ∗

Given that , the above expression simplifies to:𝜃 ∗ + 𝜃𝐻𝐶𝑂𝑂 ∗ ≈ 1

                        (12)
𝜃𝐻𝐶𝑂𝑂 ∗ =

𝐾1𝑃𝐶𝑂2
𝑃𝐻

1 + 𝐾1𝑃𝐶𝑂2
𝑃𝐻

Thus, the forward rate of HCOO* hydrogenation can be calculated from:

       (13)
𝑟2,𝑓 = 𝜃𝐻𝐶𝑂𝑂 ∗ 𝑃𝐻𝑘2,𝑓 = 𝜃𝐻𝐶𝑂𝑂 ∗ 𝑃𝐻

𝑘𝐵𝑇

ℎ
𝑒

‒ ∆𝐸𝐻𝐶𝑂𝑂 ∗
𝑘𝐵𝑇

3.2 The grand potential theory

In the grand potential theory, the reaction rate depends on the grand potential barrier and 

surface densities. In this case, the rate constant  for each surface reaction can be rewritten as:𝑘𝑖

                         (14)
𝑘𝑖 =

𝑘𝐵𝑇

ℎ
𝑒

‒ ∆Ω
𝑘𝐵𝑇

where  represent the grand-potential barrier. The rate for Reaction R1 can be rewritten as:∆Ω

             (15)
𝑟1 = 𝑘1,𝑓𝜌𝑠,𝐶𝑂2

𝜃 ∗ 𝜌𝑠,𝐻 ‒  𝑘1,𝑟𝜃𝐻𝐶𝑂𝑂 ∗

where  and  are the surface densities of CO2 and hydrogen atoms, respectively. Thus, 
𝜌𝑠,𝐶𝑂2 𝜌𝑠,𝐻

the quasi-equilibrium assumption for reaction R1 leads to the HCOO* surface coverage
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.                       (16)
𝜃𝐻𝐶𝑂𝑂 ∗ =

𝐾1𝜌𝑠,𝐶𝑂2
𝜌𝑠,𝐻

1 + 𝐾1𝜌𝑠,𝐶𝑂2
𝜌𝑠,𝐻

The forward rate of HCOO* hydrogenation is then calculated from:

       (17)
𝑟2,𝑓 = 𝜃𝐻𝐶𝑂𝑂 ∗ 𝜌𝑠,𝐻𝑘2,𝑓 =

𝐾1𝜌𝑠,𝐶𝑂2
𝜌𝑠,𝐻

1 + 𝐾1𝜌𝑠,𝐶𝑂2
𝜌𝑠,𝐻

𝜌𝑠,𝐻

𝑘𝐵𝑇

ℎ
𝑒

‒ ∆Ω𝐻𝐶𝑂𝑂 ∗
𝑘𝐵𝑇

Table S1 The Lennard-Jones parameters for gas molecules and element atoms considered in 

this work.

Species ε (K) σ (Å) ref
H2 36.7 2.96 11
CO2 200.9 3.943 19

CO 104.5 3.698 19

H2O 506.0 2.71 19

Cu 4750 2.338 20

C 52.85 3.851 21

H 22.14 2.886 21

O 30.20 3.50 21

Table S2 Free energy correction of key species in CO2 and CO hydrogenation on Cu (111) and 

Cu (211) surface at different temperatures.

Cu (111) Cu (211)Species /
T (K) 303 403 503 603 703 303 403 503 603 703
H* 3.64 3.55 3.38 3.15 2.84 3.79 3.70 3.53 3.30 3.00
TS-CO2 9.06 8.50 7.71 6.72 5.54 10.28 9.62 8.71 7.57 6.22
HCOO* 12.82 12.33 11.68 10.87 9.91 13.19 12.29 11.15 9.76 8.17
TS-HCOO* 17.21 16.06 14.61 12.86 10.84 16.38 15.47 14.27 12.79 11.05
HCOOH* 21.67 20.86 19.82 18.56 17.08 21.05 20.16 18.98 17.53 15.81
TS-HCOOH* 23.69 22.67 21.25 19.45 17.31 22.01 21.26 20.24 18.95 17.40
H2COOH* 27.38 26.51 25.33 23.86 22.11 27.20 26.33 25.15 23.67 21.91
TS-
H2COOH*

24.43 23.37 21.99 20.31 18.36 25.69 24.45 22.84 20.88 18.60

HCHO* 18.05 17.24 16.23 15.03 13.66 16.82 16.04 15.04 13.85 12.47
TS-HCHO* 19.80 19.10 18.14 16.92 15.47 19.70 18.95 17.93 16.67 15.17
CH3O* 24.60 23.78 22.71 21.41 19.88 24.41 24.04 23.50 22.81 21.95
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TS-CH3O* 29.43 28.76 27.90 26.84 25.58 28.31 27.42 26.26 24.84 23.16
CH3OH* 35.28 34.59 33.64 32.45 31.00 31.85 30.98 29.89 28.56 27.02
CO* 8.30 7.41 6.25 4.84 3.21 9.53 8.82 7.85 6.64 5.21
TS-CO* 6.57 5.79 4.78 3.58 2.20 7.16 6.60 5.83 4.87 3.73
CHO* 9.60 8.77 7.72 6.47 5.04 9.97 9.46 8.78 7.93 6.93

Fig. S1. Schematic illustrations of the grand-potential method to calculate the adsorption 
energy. a) The reference state is defined as a pristine catalyst surface in contact with the gas 
phase. Here, the purple, blue, and green spheres represent CO2, CO, and H2 in the gas phase, 
respectively, as described by the Lennard-Jones model. b) The catalyst surface and adsorbates, 
CO2 + H*, surrounded by molecules from the bulk phase. The hydrogen atom is positioned at 
the hollow site of the copper surface, and a CO2 molecule is weakly attached to a Cu atom 
nearby.   
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Fig. S2. Average gas densities along the direction (z-axis) perpendicular to Cu (111) (a) and 

Cu (211) (b) surfaces. Below: the variation of the local densities due to the chemical adsorption 

of HCOO*-H* intermediates at the copper surfaces, .
∆𝜌 = 𝜌

𝐻𝐶𝑂𝑂 ∗ ‒ 𝐻 ∗ ‒  𝜌𝑏𝑎𝑟𝑒

Fig. S3. Contour plot of the change in grand potential barrier as a function of temperature and 

pressure for HCOOH* hydrogenation on Cu (111) surfaces.
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Fig. S4. Contour plots of the HCOO* hydrogenation rates obtained from grand potential 

simulations as functions of temperature and pressure on Cu (111) (a) and Cu (211) (b) surfaces. 

The corresponding ratios of the rates obtained from grand potential and surface density to those 

obtained from free energy and bulk density are presented in (c) and (d).
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Fig. S5. Contour plots of the HCOO* coverage (θ) on Cu (111) (a) and Cu (211) (c) surfaces 

versus temperature and pressure obtained from conventional DFT approach. The surface 

coverage on Cu (111) (b) and Cu (211) (d) obtained from the grand potential theory. 
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Fig. S6. Density maps showing the ratio of surface density to bulk density for H2 on Cu (111) 

(a) and Cu (211) (b) surfaces, as well as for CO2 on Cu (111) (c) and Cu (211) (d) surfaces. 

These ratios are presented as functions of H2 and CO2 partial pressures.
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Fig. S7. Contour plots of the HCOO* coverage (θ) on Cu (111) (a) and Cu (211) (c) surfaces 

versus H2 and CO2 partial pressure obtained from conventional DFT approach. The surface 

coverage on Cu (111) (b) and Cu (211) (d) obtained from the grand potential theory.
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Fig. S8. The ratios of the HCOO* hydrogenation rates obtained from grand potential and 

surface density to those obtained from free energy and bulk density on Cu (111) (a) and Cu 

(211) (b) surface as functions of H2 and CO2 partial pressure.
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Fig. S9. Surface densities of the feed gas with the CO/(CO2 + CO) ratio on Cu (111) (a) and 

Cu (211) (b) surfaces at an H2 pressure of 8 bar. All simulations were conducted at 503 K, with 

a fixed feed gas ratio of H2:(CO2 + CO) = 3:1.
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Fig. S10. Surface densities of the feed gas with varying H2O partial pressures on Cu (111) (a) 

and Cu (211) (b) surfaces at an H2 pressure of 8 bar. All simulations were conducted at 503 K, 

with a fixed feed gas ratio of H2:CO2:CO = 6:1:1.
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