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Computational methods

1. Force field parameters. The initial all-atomic MD simulations were constructed using 

Moltemplate1 and Packmol2 packages, and carried out using the Lammps package. We 

employed conventional parameters inherited from OPLS/AA to describe the QAPS and QAPPT 

polymer, and used the SPC/E water model to reproduce the aqueous environment. The 

restrained electrostatic potential (RESP) approach was used to assign partial charges of the 

QAPS and QAPPT. The RESP charges are generated as follows: First, all molecules were 

optimised in B3LYP/6-311g(d,p) DFT level using Gaussian 16 software,3 where the solvation 

effect is corrected using the PCM method for the aqueous environment.4 Then, the RESP 

charges are mixed as a protocol of 60% aqueous and 40% gas-phase charges.5 The Lennard-

Jones parameters for OH- anion were adopted from Bonthuis et al.’s work6, and for the graphene 

electrode was adopted from Werder et al.’s work.7 The geometric mixing rule is applied in this 

work to have good compatibility with the OPLS/AA force field. 

2. Simulation details. Each graphene electrode was 51.13 x 49.2 Å and made of 2880 carbon 

atoms arranged in 3 layers of 960 atoms each. 2D periodic boundary conditions (PBC) were 
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used in the xy directions. The simulations were first performed in the NPT ensemble in the 2D-

PBC model at 330K and 1 bar. To implement the NPT ensemble in a 2D model, we apply a 

specific force (F=0.0367 kCal/(mol·Å) in this work) on both ends of the z-direction (i.e., 

electrodes), and then make the pressure generated by this force on the electrode surface equal 

to the pressure of 1 bar. The electrodes are neutral at this stage, corresponding to the potential 

of zero charge (PZC) in electrochemistry. The SHAKE algorithm was employed to constrain 

the stretching mode involving hydrogen atoms, and thus the timestep can be 1 fs. This pre-

equilibrium period takes at least 150 ns until the potential in the middle of the electrolyte (bulk 

region) is horizontal, and the potential profiles near the electrodes at both ends are symmetrical. 

Then we adjust the electrode potential by using the USER-CONP2 package. Fixed cell voltages 

between two planar graphene electrodes were applied. After ca. 50 ns pre-equilibrium, the 

potential in the bulk region of the electrolyte is horizontal. At last, we ran a 10 ns production 

period and aligned the potential in the bulk region of the electrolyte with the PZC result (Figure 

S1), and obtained the density profile of each interface. For the graphite/QAPS system, the 

density of the bulk region is also checked among all trajectories, and the variation is less than 

2% (of each molecule, the variation is less than 10%). In comparison, the graphite/QAPPT 

system has a maximum variation of the bulk region of 3%, while for each component, the 

variation is less than 5%.

3. Validation of the force field. To verify the suitability of the OPLS-AA force field in capturing 

π–π interactions, we calculated the adsorption energy of a benzene molecule on a graphene 

surface at various tilt angles using both OPLS-AA and DFT (vdW-DF functional) methods. As 

shown in Figure S3, the adsorption energy profile obtained from OPLS-AA agrees well with 

quantum chemical results in both trend and magnitude, supporting the reliability of our force 

field in modeling aromatic stacking interactions.

4. Effect of hydration level on EDL structure. To evaluate the influence of hydration degree on 

the interfacial electric double layer (EDL), we performed additional CMD simulations at 

different water contents (λ = 20, 60). As shown in Figure S4, the density profiles of the ionomer 

near the electrode remain qualitatively consistent across hydration levels, confirming that the 

main trends reported in the main text are robust to hydration variation.

5. CMD simulation error. The applied potential in our simulations (e.g., -3.4 V vs. PZC) exceeds 



the typical electrochemical window used in practical fuel cell applications. We would like to 

clarify our rationale in the following points:

a) Although the applied potential appears large, our classical force field model 

underestimates the double-layer capacitance compared to experimental systems, as also 

discussed in our response to Comment 3. This underestimation results in a reduced surface 

charge density and a correspondingly weaker interfacial electrostatic field. As noted in J. 

Chem. Phys. 2023, 158, 084701, simulations employing classical force fields typically 

require higher potentials to achieve comparable electrostatic responses. Based on this 

consideration, we estimate that the interfacial electrostatic strength at −3.4 V vs. PZC in 

our simulations is equivalent to approximately −1.6 V vs. PZC in realistic systems.

b) At this potential regime, despite being close to the onset of faradaic processes in real 

electrochemical systems, the interfacial double-layer structure remains physically 

relevant. The use of enhanced field strength helps to amplify molecular-level differences 

(e.g., between rigid and flexible polymers), allowing us to better resolve the structural 

response under otherwise subtle conditions.

c) As our study is based on classical molecular dynamics, the simulation framework does not 

explicitly represent electrons and cannot capture faradaic processes such as hydrogen 

evolution or carbon corrosion. Therefore, while our applied potentials are beyond the 

electrochemical window, no undesired electrochemical side reactions occur in the 

simulation. Nevertheless, we acknowledge that such reactions may emerge in real 

electrochemical systems and that their impact on long-term interface stability is an 

important direction for future quantum-based investigations.



Figure S1. Density profiles of graphene/QAPS full cell simulations at different electrode 

potentials. 



Figure S2. Density profiles of graphene/QAPPT full cell simulations at different electrode 

potentials. 
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Figure S3. Adsorption energy (in eV) of benzene on a graphene surface. θ denotes the angle 
between the benzene ring and the graphene surface.
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Figure S4. Density profiles of the QAPPT ionomer at graphene-polyelectrolyte interfaces under 
different cell voltage and hydration conditions.
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