
Supporting Information:
Ultrafast Solvent Migration in an Iron Complex

Revealed by Nonadiabatic Dynamics
Simulations

Severin Polonius,†,‡ Leticia González,∗,† and Sebastian Mai∗,†

†Institute of Theoretical Chemistry, Faculty of Chemistry, University of Vienna, Währinger
Str. 17, 1090 Vienna, Austria.

‡University of Vienna, Vienna Doctoral School in Chemistry (DoSChem), Währinger Str.
42, 1090 Vienna, Austria.

E-mail: leticia.gonzalez@univie.ac.at; sebastian.mai@univie.ac.at

S-1

Supplementary Information (SI) for Chemical Science.
This journal is © The Royal Society of Chemistry 2025

leticia.gonzalez@univie.ac.at
sebastian.mai@univie.ac.at


Contents
S1 Supplementary Computational Details S-3

S1.1 Electronic Structure Level of Theory and Geometry Optization . . . . . . . . S-3
S1.2 Parametrization of the VC Model . . . . . . . . . . . . . . . . . . . . . . . . S-5
S1.3 Generation of Initial Conditions . . . . . . . . . . . . . . . . . . . . . . . . . S-7
S1.4 Excited State Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S-7

S2 Supplementary Results and Discussion S-10
S2.1 Comparison with previous work . . . . . . . . . . . . . . . . . . . . . . . . . S-10
S2.2 Selected Frames from the TD-3D-SDF Movie . . . . . . . . . . . . . . . . . . S-13
S2.3 Radial distribution functions . . . . . . . . . . . . . . . . . . . . . . . . . . . S-14
S2.4 Ground and Excited State Atomic Charges . . . . . . . . . . . . . . . . . . . S-18
S2.5 Hydrogen Bond Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . S-19
S2.6 Time-Dependent 3D-SDF Slices . . . . . . . . . . . . . . . . . . . . . . . . . S-20
S2.7 Migration Analysis of Water Molecules . . . . . . . . . . . . . . . . . . . . . S-22
S2.8 Cartesian-weighted RDFs and X-ray scattering . . . . . . . . . . . . . . . . . S-24

References S-35

S-2



S1 Supplementary Computational Details
The simulations presented in the main manuscript were generated in several steps. First,
the level of theory was verified and a geometry optimization of [FeCN4bpy]2+ including
frequency calculation was performed (Section S1.1). Second, a vibronic coupling model
for [FeCN4bpy]2+ was generated based on the level of theory and the optimized reference
geometry (Section S1.2). Third, using the AMBER package, classical molecular dynamics
trajectories were ran to produce a set of 30,000 initial conditions for the system containing
[FeCN4bpy]2+ and 5412 water molecules (Section S1.3). Subsequently, the initial conditions
were stochastically excited to the bright singlet states and 4473 trajectories were propagated
for 5000 fs using the VC/MM approach and the SHARC package (Section S1.4). Details and
relevant references are given in the following subsections.

S1.1 Electronic Structure Level of Theory and Geometry Optization

For the sake of consistency, we used a comparable level of theory as in Ref. S1 to generate
the parameters of the vibronic coupling (VC) model for [FeCN4bpy]2+. This includes a
geometry optimization, frequency calculation, and all single-point calculations using the
B3LYP* functional,S2 and the def2-TZVP basis set for the iron center and the def2-SVP
basis set for all other atoms. All calculations employed high convergence criteria with the
SCF convergence set to 1 · 10−10 au and the “superfine” grid option in GAUSSIAN.S3 We
additionally used the empirical dispersion correction GD3BJ defined in ORCA5.S4,S5

The solvation treatment in the computations deserves special mention: On one hand, the
lowest excited states of[FeCN4bpy]2+ in the gas phase are close in energy to the ground state
(excitation energies below 0.5 eV), which leads to convergence problems in the single-point
calculations of the parametrization step later (see Fig. S1 for εr = 1). On the other hand,
parametrizing the VC/MM model with an implicit solvent model (CPCM) with a dielectric
constant of 80.2 (as appropriate for water) leads to double-counting of the solvent interactions
once the explicit water molecules are introduced. Fig. S2 shows the resulting absorption
spectrum for the case where solvent interactions are fully double-counted, leading to very
bad agreement with the TDDFT reference.S1 Hence, all electronic structure calculations were
performed with CPCM considering only the high-frequency limit of the dielectric constant of
water. This produces sufficiently high excitation energies for the first excited states (Fig. S1b),
while avoiding the double-counting of solvent interactions.

We set the geometry optimization to be constraint to a C2v symmetry for the molecular
structure. At the obtained nuclear coordinates, we calculated the frequencies of [FeCN4bpy]2+
with the settings described above.
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Figure S1: Excitation energies of [FeCN4bpy]2+ including implicit solvation with different
dielectric constants εr. The shade indicates the metal-centered character of the respective
excited state.
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Figure S2: Spectrum of explicitly solvated [FeCN4bpy]2+ based on 500 initial conditions. Panel
(a) shows the results of a VC/MM model parametrized with implicit solvation (εr = 80.2).
Panel (b) shows the corresponding TDDFT/MM reference spectrum on the same initial
conditions. The different absorption bands are highlighted by collecting the singlet states as
they appear in the reference spectrum: S1 and S2 in red, S3 in orange, S4 to S13 in blue and
S14 to S20 in purple. The initial conditions are provided in Ref. S1.
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S1.2 Parametrization of the VC Model

With the computed geometry and normal modes of [FeCN4bpy]2+, we set up the calculation
for the VC model according to Ref. S6. We decided to include the first 21 diabatic singlet
and 20 diabatic triplet states in the model. This choice originated from overlap calculations
including 31 singlets and 30 triplets with CPCM using an epsilon of 80.2 to gauge the behavior
of the states in the solvated system. Analysis of the overlap and character of the states with
the TheoDORE programS7 revealed that the important six lowest MC triplet states can be
represented within the first 20 triplet states with our CPCM settings.

For the numerical evaluation of the λ parameters, we performed single-point calculations
at displaced geometries along each mass–frequency-weighted normal model scaled by 0.05
and 0.1. In this study, we extended the set of parameters of standard VC models (which
typically include only linear terms)S8 so that we can account for some state-specific shifts in
frequency of selected normal modes including quadratic coupling terms. These parameters
will be briefly explained here. In a general vibronic coupling model,S6,S9,S10 the elements
of the diabatic vibronic coupling matrix Wij are constructed as a Taylor series expansion
around the mass–frequency weighted normal coordinates Q = 0

Wij = δij

(
V0(Q) + ϵi +

∑
k

κ
(i)
k Qk +

∑
kl

γ
(ii)
kl QkQl + · · ·

)

+ (1− δij)

(
ηij +

∑
k

λ
(ij)
k Qk +

∑
kl

γ
(ij)
kl QkQl · · ·

)
, (1)

where

κ
(i)
k =

(
∂Wii

∂Qk

)
Q=0

(2)

λ
(ij)
k =

(
∂Wij

∂Qk

)
Q=0

(3)

γ
(ij)
kl =

(
∂2Wij

∂Qk ∂Ql

− ωkδkl

)
Q=0

. (4)

Here, V0(Q) = 1
2

∑
k ωkQ

2
k is the ground state potential energy function with the frequency ωk

of the k-th normal mode, ϵi is the vertical excitation energy of the electronic state i at Q = 0,
ηij are constant couplings parameters, κ(i)

n and λ
(ij)
n are the first-order intrastate and interstate

vibronic coupling constants, and γ
(ij)
kl are the second-order coupling constants. Specifically,

γ
(ii)
kk are the state-specific frequency shifts that modify the curvature of the ground-state

oscillator of mode k for state i, which we include in the VC model of [FeCN4bpy]2+ to account
for the weakening of the Fe–X bonds in the MC states.

For the numerical evaluation of the γ parameters, we calculated additional single points
at displacements 0.2 and 0.4 along all symmetric modes (13 modes) that elongate the Fe-Nbpy

and Fe-Ceq. bonds. This choice is motivated by Fig. S3, which shows that the inclusion of
these parameters specifically increases the accuracy of the 3MC states in the VC model. The
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γ values are then calculated from these further displacements via as the mean as

γ
(ij)
k =

2

N

N∑
n

ωk,n (5)

=
2

N

N∑
n

[
E(ij)(hk,n)− E(ij)(0)

]
h2
k,n

.

Here, ωk,n is the evaluated frequency of normal mode k at displacement n and E(ij)(hk,n) is
the diabatized energy at hk,n in normal mode coordinates. We only included γ

(ii)
kk terms in

the VC parameters for all states with major MC character at the equilibrium geometry and
normal modes that affect the bond lengths between the metal center and equatorial ligands.
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Figure S3: Root-mean-square deviations (RMSDs) of the excitation energies of triplet states
with major metal-centered character computed with VC models (only linear terms denoted as
LVC) against the TDDFT reference. The RMSDs are compared for the VC model with state-
specific frequency shifts (γ(ii)

kk ) in green and without them in blue. The RMSDs are calculated
from scans (Qk ∈ [−0.5, 0.5]) of selected normal modes (11, 15, 19, 20, 31, 32, 47, and 71)
that affect bond length between the iron center and equatorial ligands of [FeCN4bpy]2+.

To use a VC model in VC/MM simulations, we also prepared parameters for a distributed
multipole expansion (DME) of all relevant electron densities. The DMEs are evaluated using
the procedure outlined in Ref. S11 and restraint parameters of 0.001, 0.003 and 0.006 for the
multipole orders with target charges for the monopolar terms set to 0 and van-der-Waals
radii as recommended in Ref. S12. For the simulations, we fitted DMEs for each diabatic the
electronic states and included them in the VC model.

The spin–orbit coupling parameters included in the VC model are calculated using
ORCA5,S5 with settings equivalent to the GAUSSIAN calculations. The RMSD of the
adiabatic energies between GAUSSIAN and ORCA was 0.0010 au (30 meV) and a electronic
states showed consistent wave function character and oscillator strengths between the two
programs.
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S1.3 Generation of Initial Conditions

The initial conditions for the excited state dynamics are generated using both MD and
VC/MM calculations. The procedure is adapted from both Ref. S13 and Ref. S1. For the
MD simulations using AMBER22,S14 we use the parameter file containing a custom-built
force field for [FeCN4bpy]2+ from Ref. S1. We modified this file by updating the charges of
[FeCN4bpy]2+ with the fitted monopole charges from the DME of the ground state. As a
water model, we used SPC-Fw.S15

To build the system, the iron complex was solvated in a truncated-octahedron water
box containing 5412 water molecules and two Na+ ions with 25Å between the complex
and the closest face of the box. After relaxing the generated solvation box to remove bad
contacts/voids, we used molecular dynamics simulations with a time step of 0.5 fs to heat
the system to 300K over 20 ps (NVT ensemble) and equilibrate it to 1 bar over 500 ps (NPT
ensemble). Finally, a production run of 45 ns was performed, from which we took snapshots
every 1.5 ps to obtain 30, 000 initial conditions.

In order to approximately account for the zero-point energy of the complex that cannot be
described with nuclear dynamics, we increased the kinetic energy of [FeCN4bpy]2+ through
a local reheating step, as proposed in Refs. S13 For the local reheating step, the atomic
positions of the solvent nuclei were kept fixed using the ‘ibelly‘ option of AMBER,S14 and the
solute complex was reheated to 600K over 40ps. Afterward, the velocities of the solvent
molecules were reset to the values before freezing. This generates a system in which the solute
molecule has kinetic energy approximately equivalent to 600K, while the solvent is at 300K.

At this point, we deviated from the original procedureS1 to some degree, as the efficiency
of the VC/MM method allows for a longer re-equilibration. All 30, 000 initial conditions with
the solvent at 300K and the solute at approximately 600K were re-imaged to place the iron
complex at the center of the solvent box. The system was then re-equilibrated in the ground
state using SHARCS16 and VC/MM, propagating for a random time between 500 and 550 fs.
During the re-equilibration run, we saved the nuclear coordinates of the last 100 fs every 5 fs,
to provide data for the ground state solvent distribution that is employed as reference in the
solvent resonse analyses later.

S1.4 Excited State Dynamics

The initial conditions were stochastically excitedS17 at the first absorption band in a window
between 482nm to 502nm (2.52 ± 0.1 eV) according to the calculated spectrum (Fig S4a)
shown below. This resulted in the excitation of 4473 initial conditions into the lowest 5
singlet excited states with a majority (4366, 97.6%) in the S3 state.

The trajectory swarm was set up using all 4473 excited initial conditions. The trajectories
were propagated with the surface hopping including arbitrary couplings (SHARC) method,S18

using a local development version of the SHARC package.S11,S16,S19 In the simulations, we
used the local diabatization approach to propagate the electronic wave function,S20,S21 the
energy-based decoherence correction,S22 rescaling of the solute atom velocities after a hop
parallel to their velocity vector, and no special treatment of frustrated hops. In the SHARC
simulation, the lowest six adiabatic singlet and seven adiabatic triplet states were used for
the dynamics; these states were computed from the full VC model including 21 diabatic
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Figure S4: Absorption spectra of [FeCN4bpy]2+ in water computed with (a) the VC/MM
model from 30, 000 initial conditions and (b) the TDDFT/MM reference method from 500
initial conditions provided by the authors of Ref S1. The different absorption bands are
highlighted by collecting the singlet states as they appear in the reference spectrum: S1 and
S2 in red, S3 in orange, S4 to S13 in blue and S14 to S20 in purple. Both spectra are convoluted
with Gaussian distribution functions (full-width-half-maximum of 0.1 eV) and normalized to
1. The gray shaded area indicates the used excitation window.

singlet and 20 diabatic triplet states. The propagation time step was set to 0.02 fs for the
electronic wave function and to 0.5 fs for the nuclear positions and velocities. All trajectories
were propagated for 5000 fs. Each trajectory was computed on a single Intel Xeon E5-2650
v3 CPU and had an average wall time of 13 h; this corresponds to about 4.7 seconds per step
(or 2.6CPUh/ps). For comparison, the TDDFT/MM simulations from Ref. S1 consumed
about 4 CPUh per time step (8,000 CPUh/ps); thus, in the previous work only 99 trajectories
were simulated for only 700 fs.

Data on the electronic wave function (Hamiltonian, overlap and transformation matrices)
were stored every 1 fs for times up to 700 fs and then every 5 fs (1560 data points); the
nuclear coordinates were saved every 5 fs for times up to 700 fs and then every 25 fs (312
data points). The complete dataset on electronic and nuclear data for the whole trajectory
swarm amounted to about 1.1TiB. The electronic dynamics were analyzed with respect to
the electronic populations and the characters of the excited states. The characterization of
the electronic states was performed in the spin-free adiabatic basis and in the diabatic basis.
The latter can be accessed without loss of information because the VC model is defined in
the diabatic basis and the full transformation matrices of all steps are known. The diabatic
populations are then interpreted based on the charge transfer characters of the reference
states (computed at the reference geometry using the TheoDORE programS7). The total
singlet and triplet populations as well as the diabatic populations were fitted using tools from
the SHARC programS16 with either a monoexponential ansatz or a specified kinetic model
(as shown below and in Fig. 1 in the main text). Errors for the obtained time-constants were

S-8



computed via bootstrapping.S23
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S2 Supplementary Results and Discussion

S2.1 Comparison with previous work

This work is closely related to that published in Ref. S1, which reported on-the-fly SHARC
TDDFT/MM excited-state dynamics of [FeCN4bpy]2+ in water. Thus, a brief comparison
between both works is in order. The results from Ref S1 will be referred to as “TDDFT
reference” henceforth.

this publication
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Figure S5: Comparison of kinetic models of the solvated excited state dynamics of
[FeCN4bpy]2+ between this work (top) and the work of Zederkof et al.S1 (bottom). The kinetic
model of this work is in the diabatic basis with the manifolds of different multiplicity and
electronic character summed up. The kinetic model of the Zederkof et al.S1 is in the adiabatic
basis with contributions to manifolds of different multiplicities and electronic characters
summed up.

Comparing the electronic results in Fig. 1 with the TDDFT reference (Fig. S5), evidences
an excellent agreement in terms of ISC rate (210± 4 fs vs 211± 20 fs). Also, the individual
time scales for the conversion from 1MLCT to 3MLCT (310 fs with VC/MM, 350 fs with
TDDFT/MM) and to 3MC (690 fs with VC/MM, 530 fs with TDDFT/MM) are reasonably
reproduced. However, the time scales for the slower conversion processes are significantly
longer in VC/MM than in TDDFT/MM. Specifically, the conversion from 3MLCT to 3MC has
a 100+47

−32 ps time constant in VC/MM and a 2.2± 1.5 ps time constant in TDDFT/MM. For
the relaxation from 3MC to the ground state, VC/MM gives 90±15 ps, whereas TDDFT/MM
gives 6.9+13

−5 ps. We note that these differences do not arise from the differences in the used
kinetic models (in the present work, the kinetic model contains the extra 1Cold species) or
the differences in simulation time (5 ps in VC/MM versus 0.7 ps in TDDFT/MM).
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The time constant for the relaxation into the ground state reported in the TDDFT
reference (6.9+13

−5 ps) is consistent with the experimentally determined ones of about 13 ps.S24

Hence, the VC/MM model appears to be limited in the accuracy of the description of the
3MLCT–3MC and 3MC–ground state conversions, which are known to be controlled by the
stabilization of the involved 3MC states.S24 It is thus likely that the 3MC states are not
stabilized enough in the VC/MM model compared to the other triplet states, by either
limitations in their solvent interactions or their intramolecular potential energy surface.

The time-dependent excitation energies of the diabatic states are shown in Fig. S6,
separated into MC (orange) and MLCT (red) character. As can be seen, the MC states are
consistently slightly below the MLCT states. Nonetheless, the MC and MLCT energies are
so similar that no large driving force for fast MLCT→MC dynamics is present.
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Figure S6: Average diabatic excitation energies of metal-centered (MC) and metal-to-ligand-
charge-transfer (MLCT) triplet states in orange and red over time.

Fig. S7 shows the time-dependent distributions of bond length of the Fe–X bonds, weighted
by MC (red) and MLCT (blue) character, with the ground state at t < 0 (black). Comparing
these bond length distributions with the TDDFT reference (Fig. 3 in Ref. S1), we find
that, even though the average bond lengths are well reproduced, the shape and width of
the distributions differ. The TDDFT reference distributions of the Fe–Nbpy and Fe–CNeq

in the 3MC states are broad and appear to be skewed towards longer bond lengths. This
indicates significant anharmonicities in the normal modes describing the Fe–X distances. The
respective distributions in the VC model are both symmetric and less broad (see Table S1), as
the VC model—despite the inclusion of some state-specific quadratic terms—cannot represent
the anharmonicity of these bonds. We, thus, conclude (i) that the inclusion of additional
second-order terms is definitely necessary and has shown merit for a better description of the
system and (ii) that terms which account for anharmonicity are relevant for this system, so
that the PESs of the MC states can be accurately modeled.
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Figure S7: Distributions of different bond lengths over time decomposed into the contribution
of electronic states with different character. Both the averages (lines) and distributions
(shaded areas) are shown for the iron to bipyridyl nitrogen bond length (Fe–Nbpy) in panel a,
the iron to axial cyanide carbon bond length (Fe–CNax) in panel b, and the iron to equatorial
cyanide carbon bond length (Fe–CNeq) in panel c. The ground state is indicated by black
and gray colors. The contributions to the bond lengths of the excited states with different
character are indicated by red for MC states to purple for a mixture to blue for MLCT states.
The luminance of each color decreases with the number of corresponding trajectories with
active MC or MLCT state.
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Table S1: Root-mean-square values of positive deviations (RMSD+) and negative
deviations (RMSD−) from the mean bond length value after excitation shown in
Fig. 3.

MLCT MC
RMSD+ RMSD− RMSD+ RMSD−

Fe–Nbipy 0.069 0.070 0.080 0.082
Fe–CNax 0.066 0.064 0.065 0.063
Fe–CNeq 0.063 0.062 0.070 0.073

S2.2 Selected Frames from the TD-3D-SDF Movie

Figure S8: Frames from movie of symmetry-adapted 3D-SDFs and ∆3D-SDFs equivalent to
Fig. 2 in the main manuscript.
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Figure S9: Frames from movie of symmetry-adapted 3D-SDFs and ∆3D-SDFs equivalent to
Fig. 2 in the main manuscript.

S2.3 Radial distribution functions

Radial distribution functions (RDFs) were calculated between different pairs of atom collec-
tions and are displayed in Fig. S10. All RDFs are evaluated with bin widths of 0.05Å and
normalized by 4π

3
[(R + dR)3 −R3] using the cpptraj program of the AmberTools program

package.S14 The average RDFs from −100 to 0 fs before excitation serve as a reference to com-
pute difference RDFs (∆RDFs) over time. The temporal behavior of the ∆RDFs is then ana-
lyzed by calculating singular value decompositions (SVDs) as ∆RDF(R, t) =

∑
i Vi(R)·si·Ui(t)

and fitting the temporal components Ui(t).
Fig. S10 shows the RDFs of Cbpy–Hsol, CCN–Hsol, and N–Hsol in panels (a-c) respectively.

It can be seen that Cbpy–Hsol does have a comparably weak first solvation shell. However, the
RDF at t = 700 fs shows an significant increase in water hydrogen atoms at distances between
2 and 3Å. The other two RDFs show strong first solvation shells at about 2.5Å for CCN–Hsol
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Figure S10: Radial distribution functions (RDF) at different times after excitation (a-c)
and corresponding time-dependent difference RDFs (d-f). (a-c) Show the bipyridyl carbon–
water hydrogen (Cbpy–Hsol), cyanide carbon–water hydrogen (CCN–Hsol) and nitrogen–water
hydrogen (N–Hsol) RDFs at t = 0 fs in green, t = 700 fs in red and t = 5000 fs in orange (the
respective differences are shown below 0). Panels (d-f) show the respective time-dependent
difference RDFS corresponding to (a-c) with positive deviations in red colors and negative
deviations in blue colors.

Figure S11: RDFs (a–c) and time-dependent difference RDFs (d–f) based on 99 TDDFT/MM
trajectories analogous to Fig. S10. Reproduced from Ref. S1. Copyright ©2022 The Authors.
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and about 1.9Å for N–Hsol. Both signals decrease within the first 700 fs after excitation
and remain at approximately the same level until the end of the simulation. We note that
these RDFs agree excellently with the ones shown in Ref.S1 in Fig. 4 (partially reproduced in
Fig. S11), including all visible extrema and shoulders and their temporal behaviour.

Fig. S10d shows an interesting oscillating feature in the Cbpy–Hsol RDF at around 2–
4Å. The signal initially rises with a 277 fs time constant (monoexponential fit of U1(t))
and stabilizes at later times. The oscillation period is about 88 fs, which corresponds to a
frequency of 378 cm−1. This oscillation can be assigned to a symmetric stretch mode of
the bipyridyl ligand, which stretches/compresses the entire ligand along its long axis. In
particular, the average of the distances between symmetry-equivalent bipyridyl carbon and
nitrogen atoms shows a period of 87 fs. The remarkable influence of this oscillation on the
RDF agrees with previous findings,S1 although here we can resolve the oscillations with much
lower noise level and for longer time scales.

The time-dependent CCN–Hsol, and N–Hsol RDFs in Fig. S10e–f can be used to quantify
the time scale of the initial solvent response after excitation. Using monoexponential fits
of U1(t), we obtain time scales of 73 fs and 47 fs from panels e and f, respectively (from
Ref. S1: 56± 14 fs and 41± 8 fs). Here, it is interesting to observe that the response of the
RDFs propagates outwards rather quickly, as even at distances of 6–8AA, the excitation
response can be observed within less than 100 fs. Furthermore, we note that also these two
time-dependent RDFs show (somewhat more difficult to discern) oscillations. For CCN–Hsol

(panel e), these are present around 2.5Å with a period of about 150 fs, whereas for N–Hsol

(panel f), they are located around 1.8Å with a similar period.

In Fig. S12, we separate the RDFs of the equatorial and axial cyanide ligands to observe
differences in their dynamics. Based on panels a and b, it can be seen that the axial cyanides
show a stronger response in their hydrogen bonds (2–3Å), but rather small changes in the
second solvent shell. In contrast, the equatorial cyanides show a weaker hydrogen bond
decrease, but a stronger difference signal between 4 and 6Å, indicating different dynamics
in the second solvation shell. In panels c and d, it can be seen that the axial cyanide
response starts immediately at t = 0, whereas the equatorial cyanides’ solvent shell only
starts responding around 60–100 fs. In the same panels, weak oscillations in the hydrogen
bonding can be seen—for the equatorial cyanides, around 2.4Å one can observe oscillations
with a 160 fs period. For the axial cyanides, at the same distance, oscillations with 80 fs
period can be observed instead. We note that an analysis of the equatorial and axial cyanide
solvent shell dynamics was already attempted in Ref.,S1 but due to the small amount of
trajectories, no conclusive distinctions could be found.
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Figure S12: Radial distribution functions (RDF) at different times after excitation (a-b) and
corresponding time-dependent difference RDFs (c-d). (a-b) Show the axial and equatorial
cyanide nitrogen–water hydrogen RDFs (Nax–Hsol and Neq–Hsol) at t = 0 fs in green, t = 700 fs
in red and t = 5000 fs in orange (the respective differences are shown below 0). Panels (c-d)
show the respective time-dependent difference RDFS corresponding to (a-b) with positive
deviations in red colors and negative deviations in blue colors.
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S2.4 Ground and Excited State Atomic Charges

The changes in the atomic charges for the excited states with respect to the ground already al-
low a distinction between the MLCT and MC states: States that with only minor changes in the
atomic charges have major metal-centered character (S10,S13,S14, and T10,T11,T12,T13,T15,T16)
and the other states have major metal-to-ligand-charge character with most states increasing
the charge, and hence electronic density, on the bipy ligand.
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Figure S13: RESPS11,S25-fitted atomic charges for the ground state (left most column) and
difference from the ground state for all excited states (center columns) for all atoms at the
ground-state equilibrium geometry fitted. The labeling is shown at Lewis structure on top
and symmetrically equal atoms are grouped.
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S2.5 Hydrogen Bond Analysis

Fig. S14 shows time-dependent hydrogen bond counts for NCN and Cbpy, based on a range
of distance criteria and a 135◦ angle criterion. The overall hydrogen bond counts at both
sites are drastically different, with NCN having an about ten times higher count than Cbpy.
Independent of the distance criterion, the figure reproduces the finding that the initial solvent
response leads to a decrease in NCN–H–O counts and an increase Cbpy–H–O counts; the latter
increase is continued further at a slower pace. Bi-exponential fits of the curves with a cutoff of
4.2Å provide time constants of τ1(NCN) = 14 fs and τ1(Cbpy) = 240 fs for the initial response
and τ2(NCN) = 32 fs and τ2(Cbpy) = 495 fs for the secondary response; this cutoff value was
chosen because the curves show a drastic change at t = 0 fs showing the libration motion of
the water molecules. The newly formed hydrogen bonds at the Cbpy atoms represent a stark
increase with respect to the ground state and stabilize the long-lived MLCT states.
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Figure S14: Time-dependent hydrogen bond counts averaged over all 4473 trajectories
determined from geometric criteria scanned over the distance cutoff; the angular cutoff is
kept at 135◦. Panel (a) shows the hydrogen bond counts for the cyanide nitrogen atoms and
panel (b) the counts for the bipyridyl carbon atoms. A bi-exponential fit (blue line) for a
cutoff of 4.2Å (black curve) results in the two time constants given in the plot.
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S2.6 Time-Dependent 3D-SDF Slices

Figs. S15 and S16 show slices through the time-dependent difference 3D-SDF (for oxygen
atoms) in three Cartesian directions. For each of the two figures, the three slices intersects at
a common point, as indicated in the panels at the top. These figures help visualizing density
fluctuations in more detail than in the three-dimensional isovalue plots. The figures show
that the solvent shell does not exhibit any coherent oscillations, but the solvent evolution is
smooth and relatively strongly damped. This is relevant, because Fig. S10 shows significant
coherent oscillations in several solute–solvent RDFs. The slices in Figs. S15 and S16 show
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Figure S15: Time-dependent 3D-SDF slices (oxygen atoms). Each panel (a-c) shows the time
dependence of one row of pixels from the 3D-SDF: panel a shows the pixels along the red
line, panel b for the green line, panel c for the blue line.
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clearly that these oscillations do not originate from coherent fluctuations in the solute.
In more detail, Fig. S15 is centered on the location where the hydrogen bonds to the

bipyridyl ligand accumulate. The slice in panel a is effectively in terms of the distance
from the bipyridyl plane. Oxygen accumulation starts around 200 fs and tapers off around
1000 fs. Panels b and c show the same oxygen accumulation (strong red colors) with other
surroundings.

The slices in Fig. S16 are centered on the place above the C–C bridge where the oxygen
briefly accumulates after acceleration. This can be seen in the red feature around 100–300 fs
in all three panels. Again, no oscillations are visible.
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Figure S16: Same as Fig. S15, but for a different intersection point.

S-21



S2.7 Migration Analysis of Water Molecules

For the water migration analysis, the 3D space around the molecule was discretized into
0.5 Å grid cells (like for the 3D-SDFs) and then eight different regions were defined, as shown
in Fig. S17. The regions were chosen based on the raw data of the 3D-SDFs at t = 0 fs
and t = 5000 fs, to define regions that represent the first solvent shells around the axial
and equatorial cyanides and the bipyridyl, the second solvation shells around cyanides and
bipyridyl, and the bulk. The "far bulk" region includes all space outside of the 40× 40× 40
grid. For the migration analysis, we then counted the numberOij of all oxygen atoms that
were in region i at t = 0 fs and ended in region j at t = 5000 fs.
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Figure S17: Definition of solvent shell regions around [FeCN4bpy]2+. The grey-scale columns
show slices through the average of the t = 0 fs and 5000 fs 3D-SDFs. The colored columns
show the definition of the regions: bulk water (white), CN second solvation shell (magenta),
bipy second solvation shell (cyan), CNeq first solvation shell (green), CNax first solvation shell
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The results are shown in Table S2. The analysis showed that, overall, the number of
water molecules in each region does not change dramatically, due to the incompressibility
of water and despite the fact that significant changes in the solvent shells were observed
in the 3D-SDFs. The largest changes are +0.6 water molecules in the "bipy 2nd" region
and −0.5 waters in the CNeq region. Generally, the first solvation shell loses nearly one
water molecule, and the second solvation shell gains about the same amount. The most
important directed migration paths were from CNax to bipy (1.1− 0.8 = 0.3 waters move in
this direction), from CNeq to CN 2nd (1.7− 1.4 = 0.3 waters), and from bipy to bipy 2nd
(7.4− 7.0 = 0.4 waters). Hence, waters lost from equatorial cyanides move to the cyanide
second solvation shell, whereas waters lost from axial cyanides end up coordinating the
bipyridyl. Some of these waters coordinating the bipyridyl displace other waters into the
bipyridyl second solvation shell. No strong/directed exchange of waters between the first
solvation shell and the bulk were found. Consequently, the correlation analysis shows that
hydrogen bond reorganization around the complex is primarily happening though direct
migration of waters over the surface of the molecule, rather than through a bulk exchange
mechanism, where waters from broken hydrogen bonds move into the bulk, and new hydrogen
bonds are formed with waters originating from the bulk.

Table S2: Correlation matrix of the number of water molecules that start in one
region of the solvation shell (rows) and end in another region (columns)

Waters ending in
far bulk bulk CN 2nd bipy 2nd CNeq CNax bipy mol Initial

W
at

er
s

st
ar

ti
n
g

in far bulk 5088.4 57.0 0.7 6.7 0.0 0.0 0.3 0.0 5153.1
bulk 56.6 73.2 6.3 13.8 0.3 0.3 0.9 0.0 151.4

CN 2nd 0.7 6.2 8.1 2.7 1.4 1.1 0.7 0.0 20.9
bipy 2nd 6.9 13.7 2.6 20.2 0.2 0.5 7.0 0.0 51.1

CNeq 0.0 0.3 1.7 0.3 3.3 0.7 0.4 0.0 6.7
CNax 0.0 0.3 1.1 0.6 0.6 2.9 1.1 0.0 6.6
bipy 0.3 0.9 0.7 7.4 0.4 0.8 11.7 0.0 22.2
mol 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Final 5152.9 151.6 21.2 51.7 6.2 6.3 22.1 0.0
Initial 5153.1 151.4 20.9 51.1 6.7 6.6 22.2 0.0

Change −0.2 +0.2 +0.3 +0.6 −0.5 −0.3 −0.1 0.0
Example: 1.7 waters started in the "CNeq" region and ended in the "CN 2nd" region.

"Initial" gives the sum of rows, "Final" the sum of columns, and "Change" the difference
between Initial and Final. The total number of waters is 5412. Bold numbers indicate the

region pairs where exchange was the most asymmetric/directed.
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S2.8 Cartesian-weighted RDFs and X-ray scattering

To investigate the possibility of obtaining different X-ray scattering signals in different
directions, we computed distance histograms weighted by the Cartesian vector components.

hx
AB(R, t) =

1

Ntraj

Ntraj∑
T

∑
a∈A

∑
b∈B

δ
(∣∣∣R⃗T

a (t)− R⃗T
b (t)

∣∣∣−R
) (xT

a (t)− xT
b (t))

2∣∣∣R⃗T
a (t)− R⃗T

b (t)
∣∣∣2 (6)

is the distance histogram weighted by the squared x component of each individual distance
vector R⃗T

a (t)− R⃗T
b (t). Ntraj is the number of trajectories and T is the index running over the

trajectories. hx
AB(R, t) can be interpreted as the component of the RDF that is weighted with

cos2(α), where α is the angle between the x axis and the distance vector. Analogous equations
were used for the y and z components. Hence, the sum of the three Cartesian-weighted
histogram components recovers the total histogram, hx

AB(R, t) + hy
AB(R, t) + hz

AB(R, t) =
hAB(R, t). The time-dependent difference RDFs plotted below were computed by normalizing
the histograms:

gAB(R, t) =
hAB(R, t)

NA(NB − δAB)
4
3
π(R3 − (R + dR)3)V

. (7)

The plotted difference RDFs in Figs. S18, S19, S20, and S21 were obtained by subtracting
the RDF at t = 0 from the RDF at time t. The same approach was used for the Cartesian-
weighted RDFs. We note that the Cartesian-weighted histograms and RDFs were computed
from the dynamics snapshots that were aligned to a reference geometry, as described above
for the generation of the 3D-SDFs.

The simulated X-ray scattering signals shown below were obtained from:S1,S26

∆SAB(Q, t) = fA(Q) · fA(Q) ·
∫ Rcutoff

0

(
hAB(R, t)− href

AB(R, t)
)
· sin(QR)

QR
dR. (8)

Analogously, we transformed the Cartesian-weighted components using the same equation.
The integral was evaluated with Rcutoff of 10 Å and a Q range between 0.01 and 15 Å−1. The
requisite atomic structure factors fA(Q) are computed as linear combinations of Gaussians,
as described in Ref. S27:

fA(Q) = cA +
4∑

i=1

aA exp

(
−bA

(
Q

4π

)2
)
. (9)

The scattering signals computed from the Cartesian-weighted histograms can be viewed
as approximations to the X-ray scattering observed with polarized UV pump and X-ray
probe experiments, where the molecules are preferentially excited when their transition dipole
moment µ⃗ is aligned with the pump polarization vector E⃗. If the wave vector k⃗ of the X-ray
beam is parallel to the pump polarization vector/transition dipole moment (k⃗ ∥ µ⃗),S28,S29

one will then predominantly observe scattering due to the distribution functions orthogonal
to the molecular transition dipole moment.S30,S31 For [FeCN4bpy]2+, the transition dipole
moment of the bright S3 is along the symmetry axis, and therefore X-ray scattering in an
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k⃗ ∥ µ⃗ arrangement should be preferentially sensitive to dynamics orthogonal to the symmetry
axis. Additional information can be gained with an k⃗ ⊥ µ⃗ arrangement, with exciting into a
bright state with different polarization direction, or by aligning functionalized [FeCN4bpy]2+,
e.g., in surface films.S32

Figs. S18, S19, S20, and S21 show the time-dependent difference RDFs corresponding to
all solute–solvent cross-term element combinations (solute Fe, N, C, and H with solvent H
and O). Fig. S10f is equivalent to Fig. S19 bottom left, and the sum of Fig. S10d and e is
equivalent to Fig. S20 bottom left. In addition to the total time-dependent difference RDFs,
Figs. S18, S19, S20, and S21 also show the Cartesian-weighted components of these RDFs.
The Cartesian components visualize the solvent dynamics occurring around the molecule.
In the used convention, the z axis is the symmetry axis that passes through the Fe atom
and the bipyridine C–C bridge. The bipyridine ligand lies in the yz plane, and the x axis is
orthogonal to the bipyridine plane and parallel to the axial cyanide ligands.
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In Fig. S18, the main differences in the Cartesian components can be seen at 3Å for H
atoms and at just below 4 Å for O atoms. Here, it can be seen that along the z axis, some O
atoms approach the Fe atom, whereas this does not occur to the same extent in the x and y
directions.
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Figure S18: Time-resolved difference RDFs between Fe atoms of the molecule and H atoms
(left) or O atoms (right) of the solvent. The bottom panels show the total difference RDFs,
whereas the panels above show the Cartesian components of the RDFs in x, y, and z direction
(see labels). Note that the x, y, and z components add to the total difference RDFs and that
all panels are plotted with the same normalization.
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In Fig. S19, for the RDFs related to the N atoms, the differences between the Cartesian
components are also relatively small. This can be understood from the fact that the four
cyanides are surrounded in all three Cartesian directions by hydrogen bonds, which exhibit
similar dynamics. Upon closer inspection, one can see that the x component is weaker than
the y and z components. We assume this is due to the hydrogen bonds of the axial cyanide
ligands lying in the same yz plane as the cyanide N atoms, and therefore the solvent dynamics
around the axial cyanides does not contribute to the x component of the difference RDFs.
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Figure S19: Time-resolved difference RDFs between N atoms of the molecule and H atoms
(left) or O atoms (right) of the solvent. The bottom panels show the total difference RDFs,
whereas the panels above show the Cartesian components of the RDFs in x, y, and z direction
(see labels). Note that the x, y, and z components add to the total difference RDFs and that
all panels are plotted with the same normalization.
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In Fig. S20, the difference RDFs related to the C atoms are shown, exhibiting the largest
dissimilarities across the Cartesian components of the difference RDFs. For the C–O RDFs,
the x component shows a significant increase at about 3Å and a decrease around 4Å. This
feature is due to the formation of hydrogen bonds to the C-rich bipyridine ligand in the
MLCT state. In contrast, in the y and z components, a weak depletion at around 3 Å can be
observed, stemming from the dynamics around the cyanide ligands. The y component also
exhibits the coherent oscillations due to the bipyridine stretching mode discussed in the main
text. The Cartesian components of the RDFs of the carbon atoms encode the most useful
information to observe the anisotropic dynamics around the molecule.
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Figure S20: Time-resolved difference RDFs between C atoms of the molecule and H atoms
(left) or O atoms (right) of the solvent. The bottom panels show the total difference RDFs,
whereas the panels above show the Cartesian components of the RDFs in x, y, and z direction
(see labels). Note that the x, y, and z components add to the total difference RDFs and that
all panels are plotted with the same normalization.
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In Fig. S21, the difference RDFs for the solute H atoms also show some differentiation
between the x and y and z components. However, the observed features are due to the same
processes as in the N and C RDFs discussed before. Additionally, the RDFs related to the H
atoms are not very relevant for the X-ray scattering signals.
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Figure S21: Time-resolved difference RDFs between H atoms of the molecule and H atoms
(left) or O atoms (right) of the solvent. The bottom panels show the total difference RDFs,
whereas the panels above show the Cartesian components of the RDFs in x, y, and z direction
(see labels). Note that the x, y, and z components add to the total difference RDFs and that
all panels are plotted with the same normalization.
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Figs. S22, S23, S24, and S25 show the time-resolved difference scattering signals due to
Fe, N, C, and H atoms of the solute. Fig. S26 finally shows the total scattering signals. These
signals contribute to the solute–solvent cross term; we did not compute the solute term or the
solvent term in this work. Note that the three contributions can be separated experimentally
due to their different concentration and temperature dependencies.S1

Fig. S22 exhibits relatively strong signals from the Fe–O scattering, whereas—as expected—
the Fe–H scattering is weak. As in the RDFs, some differences can be observed between the
x component and the y and z components.
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Figure S22: Time-resolved difference scattering due to Fe atoms of the molecule and H
atoms (left) or O atoms (right) of the solvent. The bottom panels show the total difference
scattering, whereas the panels above show the scattering due to the Cartesian components of
the RDFs in x, y, and z direction (see labels). Note that the x, y, and z components add to
the total signal. In the plot, the total signal is multiplied by 1

3
to enable the usage of the

same color scale.
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The N–O and N–H scattering signals in Fig. S23 do not show very strong differences in
the Cartesian components.
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Figure S23: Time-resolved difference scattering due to N atoms of the molecule and H atoms
(left) or O atoms (right) of the solvent. The bottom panels show the total difference scattering,
whereas the panels above show the scattering due to the Cartesian components of the RDFs
in x, y, and z direction (see labels). Note that the x, y, and z components add to the total
signal. In the plot, the total signal is multiplied by 1

3
to enable the usage of the same color

scale.
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In contrast, the C–O and C–H scattering signals in Fig. S24 differ dramatically between
the Cartesian components. Around Q=1Å−1, the x component has a very large positive
signal, presumably encoding the accumulation of water above and below the bipyridine ligand.
In the y and z components, the scattering difference signals are significantly weaker and
exhibit different intensity patterns.
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Figure S24: Time-resolved difference scattering due to C atoms of the molecule and H atoms
(left) or O atoms (right) of the solvent. The bottom panels show the total difference scattering,
whereas the panels above show the scattering due to the Cartesian components of the RDFs
in x, y, and z direction (see labels). Note that the x, y, and z components add to the total
signal. In the plot, the total signal is multiplied by 1

3
to enable the usage of the same color

scale.
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As expected, the H–O and H–H scattering signals in Fig. S25 are very small and will not
produce an observable signature.
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Figure S25: Time-resolved difference scattering due to H atoms of the molecule and H atoms
(left) or O atoms (right) of the solvent. The bottom panels show the total difference scattering,
whereas the panels above show the scattering due to the Cartesian components of the RDFs
in x, y, and z direction (see labels). Note that the x, y, and z components add to the total
signal. In the plot, the total signal is multiplied by 1

3
to enable the usage of the same color

scale.
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The total scattering difference signal is shown in Fig. S26, exhibiting clear differences
in the Cartesian components of the signal. Similar to the C–O scattering signal (Fig. S24),
around Q=1 Å−1 a very large positive signal is seen, which only appears in the x component.
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Figure S26: Sum of all time-resolved difference scattering signals. The bottom panels show
the total difference scattering, whereas the panels above show the scattering due to the
Cartesian components of the RDFs in x, y, and z direction (see labels). Note that the x, y,
and z components add to the total signal. In the plot, the total signal is multiplied by 1

3
to

enable the usage of the same color scale.

We note that the scattering intensity depends on both the number of atoms and the
atomic number. While Fe is the heaviest element in our system (Z = 26), there is only one
Fe atom per molecule. In contrast, there are 14 C atoms (Z = 6), so overall the scattering
due to C–O pairs is about three times as strong as the one due to Fe–O pairs. This explains
why the directionality of the scattering due to the C–O pairs (Fig. S24) is relatively strong
in the total scattering in Fig. S26. Hence, given that [FeCN4bpy]2+ can be sufficiently
aligned experimentally, the strong scattering corresponding to the out-of-plane direction
of the bipyridine ligand should allow the observation of the anisotropic solvent relaxation
dynamics around [FeCN4bpy]2+.
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