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EXPERIMENTAL DETAILS 

Materials 

(CF3L1)2Fe and (CF3L2)2Fe were synthesized following published protocols.1,2 Unless otherwise 

specified, air-sensitive manipulations were carried either in a N2 filled glove box or using standard 

Schlenk techniques under Argon. 2-acetylphenylboronic acid (Combi-Blocks), 2-

formylphenylboronic acid (Combi-Blocks), 4-amino-3-bromo-5-nitrobenzotrifluoride (Combi-

Blocks), hydrazine hydrate (Acros), formic acid (Fluka), 8-bromoquinoline (AK Scientific), 

Pd(PPh3)4 (Sigma Aldrich), Pd2(dba)3 (Sigma Aldrich), DPPF (Sigma Aldrich), Iron(II) 

trifluoromethanesulfonate (Fe(OTf)2, Sigma Aldrich), and sodium tert-butoxide (NaOtBu, Alfa 

Aesar) were purchased and used without further purification. Organic solvents (ACS grade) were 

dried and distilled using appropriate drying agents prior to use for both synthesis and solution 

characterization. The iron(II) complexes are prone to oxidation upon dissolution, hence samples 

were prepared and stored under an inert atmosphere. The samples for optical measurements were 

prepared in anhydrous toluene under a N2 atmosphere using standard Schlenk line techniques. 

Instrumentation and Methods 

1- and 2D NMR spectra were recorded on Bruker Avance 300 MHz, Bruker Avance Neo 400 

MHz, or Bruker Avance – III 500 MHz spectrometers. 1H and 13C{1H} NMR spectra were 

referenced to residual solvent peaks.3 High resolution mass spectra (HRMS) were recorded using 

a Bruker microOTOF-QIII. UV-Vis absorption spectra were collected on a Cary 5000 UV-Vis-

NIR spectrophotometer using either 10 mm x 10 mm cuvettes (1 cm path length) or 0.1 mm x 10 

mm cuvettes (0.1 cm path length). Spectroelectrochemical experiments were performed using an 

air-tight room temperature OTTLE cell from the University of Reading. A three-electrode system 
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of platinum minigrid working (32 wires/cm), auxiliary and Ag wire pseudo-reference electrodes 

was used.4 

Optical Transient Absorption 

Initial optical transient absorption spectroscopy experiments expanding the window of observation 

into the NIR region (820–1400 nm) were performed in the Lord Porter Ultrafast Laser Laboratory 

(ULS) at The University of Sheffield, using a Helios system (HE-VIS-NIR-3200) provided by 

Ultrafast Systems. A Ti:Sapphire regenerative amplifier (Spitfire ACE PA-40, Spectra-Physics) 

provides 800 nm pulses (40 fs FWHM, 10 kHz, 1.2 mJ). The 400 nm pump pulses (2.5 kHz, 0.2 

μJ) were generated through frequency doubling of the amplifier fundamental. The pump was 

focused onto the sample to a beam diameter of ∼190 μm. The Near IR continuum (820–1400 nm) 

was generated using a 1 cm sapphire crystal and a portion of the amplifier fundamental. The 

intensity of the probe light transmitted through the sample was measured using an InGaAs sensor, 

with a resolution of 5 nm. Prior to the generation of the white light, the 800 nm pulses were passed 

through a computer-controlled optical delay line (DDS300, Thorlabs), which provides up to 8 ns 

of pump-probe delay. The instrument response function was approximated to be 100 fs (FWHM), 

based on the temporal duration of the coherent artifact signal from neat acetonitrile. 

Broadband transient absorption spectra from 370 nm (3.4 eV) to 1200 nm (1 eV) were 

obtained by using an in-house build setup based on a Spitfire Pro XP (Spectra Physics) laser 

amplifier system that produces ~80 fs pulses at a central wavelength of 796 nm at 4 kHz repetition 

rate. A solution of (CF3L1)2Fe was prepared with absorption of ~0.4-0.6 at 598 nm in a 1 mm 

cuvette, translating to a concentration of ~0.3 mM. The laser output is split into two parts that are 

used to pump two collinear optical parametric amplifiers (TOPAS-C, Light Conversion). The first 

TOPAS is used to generate the pump beam at 600 nm. The second TOPAS is used to generate a 
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NIR beam (1350 nm) that is focused onto a 5 mm CaF2 crystal to generate a supercontinuum probe 

beam. The delay between pump and probe beams is introduced by a computer-controlled delay 

stage (Aerotech) placed in the probe beam’s path. After supercontinuum generation the probe 

pulses are split into two parts: the former overlapping with the pump pulse in the sample volume 

and the latter serving as a reference. The probe and the reference beams are then relayed onto the 

entrance slit of a prism spectrograph and dispersed onto a double photo-diode array, each holding 

512 elements (Pascher Instruments). The power of excitation pulse was 2 mW. The diameters of 

the pump and the probe were ~600 µm and 150 µm, respectively. Excitation fluency ~1015 

photos/(cm2 × pulse). The polarization between pump and probe beams was set to either 

perpendicular polarizations (90°) or magic angle (~54.7°) by placing a Berek compensator in the 

pump beam. The transient absorption spectra recorded at magic angle excitation avoid 

contributions from re-orientational dynamics but include a hole in the spectra around the excitation 

wavelength due to pump scattering. In contrast, perpendicular polarization affords the complete 

spectral coverage, but with the risk of contamination of pump-induced processes that lead to the 

change of the dipole moment orientation of the probed transitions. The instrument response 

function (IRF) is ~100 fs. The transient absorption data was recorded at room temperature in a 

quartz cuvette with a 0.1 mm beam path and two 0.1 mm thick windows to minimize contributions 

from coherent artefacts at the ultrafast timescales. The optical density was adjusted to ~0.3 at the 

excitation wavelength. The photostability of the samples was very high as measured steady-state 

absorption spectra before and after transient absorption experiments were identical. Background- 

and chirp-correction of the transient absorption data were performed in the software KiMoPack.5 
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SPECTROELECTROCHEMISTRY 

 
Figure S1. Spectroelectrochemically collected UV-vis-NIR absorption spectra of the oxidation of 
(CF3L1)2Fe, with oxidative potentials applied from -0.20 V to 0.145 V vs. Ag wire. 

 
Figure S2. Spectroelectrochemically collected UV-vis-NIR absorption spectra of the reduction of 
(CF3L1)2Fe, with reductive potentials applied from -0.70 V to -1.05 V vs. Ag wire. 
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Figure S3. Calculated difference spectrum for the PALCT excited state of (CF3L1)2Fe (black solid 
trace), overlaid with the individual difference spectra for the oxidized complex (red dotted trace) 
and the reduced complex (blue dotted trace). 
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Figure S4. Simulated difference spectra for the PALCT excited state (top) and 5MC excited state 
(bottom) for (CF3L1)2Fe. 
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oTA SUPPORTING DISCUSSION AND FIGURES 

Initial experiments carried out at Sheffield focused on changes in the NIR (820–1400 nm) on 

ultrafast (fs) to slower (ns) timescales, following low energy (780 nm) photoexcitation. These 

preliminary experiments revealed time-resolved features in this spectral region that prompted the 

wide-band experiments subsequently carried out at Lund. Specifically, in these initial experiments, 

for (CF3L1)2Fe, short-lived features with a time constant of ~160 fs (which we could not rule out 

as the toluene solvent response) were observed, principally as sharp feature at 830 nm and bleach 

at 1100 (Figures S5a-b). Longer-lived features (~3.28 ns) comprised of a band at 900 and broad 

absorption between 920-1300 nm, were also evident. The observation of ESAs, in particular, in 

the NIR region raised the question as to whether the intensity of these features was commensurate 

or not with the strong ESA observed in the visible region.1,6 

 
Figure S5. (a) NIR oTA spectra and (b) kinetic traces for (CF3L1)2Fe (lexcitation = 780 nm). 
 
 
 For subsequent experiments carried out at Lund, the solvent response was found to be 

(substantially) weaker than the analyte signal in most of the oTA spectra collected (Figures S6-
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wavelengths, solvent responses are weaker or much weaker and, in most cases, the shape of solvent 

response is quite different from the shape of the solute. We thus conclude that solvent artefacts do 

not complicate assignments of the solute dynamics. 
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Figure S6. TA spectra of (CF3L1)2Fe in deaerated toluene at the ultrafast time scales, see delay 
times in inserts. (a) Two processes coincide at < 200 fs, observable by different dynamics for the 
various absorption features, which are highlighted by the arrows. The spectra dominated by the 
first and the second process are seen in (b) and (c), respectively. Based on our analysis, the first 
process is associated with ISC from the initially photogenerated 1PALCT state to the 3PALCT state 
and the second process is associated with depopulation of the 3PALCT state to the MC manifold. 
See text for further discussion on the involvement of a 3MC state in the deactivation pathway.  
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Figure S7. Measured kinetics at selected wavelengths (see insert) for (CF3L1)2Fe in deaerated 
toluene (symbols) and the corresponding solvent response (dashed lines, labelled “S” in legend). 
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OSCILLATIONS AND GLOBAL FITTING 
Contribution of Oscillations to Fast Components 

The strong oscillations noted in the main text (Figure 4a) complicate quantification of the dynamic 

spectral features and the rate components of the state-to-state transitions by fitting. While including 

oscillations in the fit function is conceptually appropriate, applying a global fitting procedure to 

the original data with sufficient variables and without any constrains resulted in models with 

nonsensical features and values. We note, however, that the outcomes of the fitting would vary 

depending on the initial inputs and can disagree with the qualitative analysis discussed above in 

terms of the number of state-to-state conversions and their decay times, as well as in the spectral 

shapes of the contributing components. In fact, there are several considerations which we find can 

justify neglecting the influence of the observed oscillations on excited state-to-state conversion. 

While these do create additional complications in the assignment of the early processes, as we 

point out in the main text of the article, the contribution of oscillations is relatively weak in some 

measured oTA spectral regions compared to changes associated with the PALCT-to-MC 

conversion, for example, and thus do not disturb the assignment. We therefore select these spectral 

regions to determine a relatively narrow range of variation of the rate of this conversion.  

 Another important consideration is the influence of oscillations on the ultrafast 

1PALCT®3PALCT transition. At these very fast timescales, we do not believe the spectral 

changes are significantly influenced by the observed oscillations for the following reasons. In the 

measured data, we observe that oscillations occur on a few hundreds of fs. Oscillations can either 

be excitation- or process-induced. If the oscillations are excitation-induced, then the change in the 

signal amplitude caused by oscillations is initially rather slow, due to the slowly changing 

amplitude of sine/cosine functions at zero delay. Instead, if oscillations are process-induced, they 
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can only appear after the fastest process is largely over. In either case, oscillations will have 

negligible contributions to the decay of the fastest time component.  

Stepwise Global Fitting  

In our global fitting, we opted to determine the starting parameter of the variables used in the fit 

in a stepwise fashion. In our procedure, we aim at searching for the global minimum and at defining 

initial guesses of all variables separately using the simplex algorithm, which is appropriate for 

searching a wide field of optimization. Eventually, we combined all fit functions together and used 

narrowly defined and limited initial guesses to fine-tune the variables in the global minimum by 

the least-mean-square algorithm. To quantify the spectral shapes of the early processes in terms of 

decay-associated spectra (DAS) and species-associated spectra (SAS), we first separated the 

contributions of the oscillations and the kinetic development to the measured spectra. We then 

fitted the kinetic development with a sequential kinetic model and the oscillations with a decaying 

phase-adjusted sinusoidal shape, requiring 5-6 kinetic components and 3-5 oscillatory 

components. With this large number of contributing components, we used the rigid approach 

outlined below to extract a meaningful analysis.  

 We used three different functions to model the oscillatory components. The oscillations were 

in each case treated as a separate “species” and started with the IRF and follow a dampened Sinus 

function, a dampened cosine function or a dampened cosine function that has an additional rise 

term (delayed initiation). This delayed rise represents a stretching of the IRF for all oscillations in 

the fit. In the combined fits the maximum of this rise was chosen to be 250 fs, as at this time we 

are sure that oscillations are present in the data. 



 SI-17 

All analysis steps were performed using the KiMoPack software package.5 The Jupyter notebook 

containing the procedure, together with the raw data, is provided as additional Supporting 

Information. The step-by-step procedure of the quantification of oTA data is as follows: 

1. The data were loaded and chirp-corrected to determine delay time zero for different probe 

wavelengths. This chirp correction was carefully refined twice during the analysis as part of the 

fitting. The Jupyter file contains the initial and the final chirp correction. A standard SVD analysis 

is part of the pre-fitting analysis procedure and used to estimate the expected numbers of 

contributing processes/spectra. 

2. We then conducted preliminary fit of the kinetic decays over the entire measured spectral 

range on the time scale when oscillations have been completely dumped (more than 5 ps delays in 

this case). This fit used a simplex algorithm and were verified to result in a true global optima by 

checking a wide series of starting parameters using the AMPGO algorithm.7 The AMPGO 

performs many iterative simplex optimizations sampling a wide range of starting parameters and 

selecting the best of these iterations. 

3. For the obtained decays with frozen parameters and spectra, the resulting decay function 

was extended towards zero time and convoluted with the IRF; then the convoluted TA signal 

generated by the above fit was subtracted from the measured data.  

4. The residuals were then fitted using an oscillatory model (decaying single frequency 

oscillation) on the time scale outside IRF to avoid contributions from ISC and any potential solvent 

artefacts.  

5. We then extended the fitted oscillation with frozen parameters and spectra towards zero 

time, convoluted it with IRF, and subtracted the generated TA signal from the residuals obtained 

from the previous step.  
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6. We next subtracted the first oscillation from the as-measured data and refined the kinetic 

development using the same starting parameters as before. 

7. We subsequently evaluated the new residuals for presence of further oscillations and 

repeated steps 4-6 twice more for a total of three fitted oscillations. At this point, no clear 

oscillations were visible in the residuals.  

8. After contributions of all three oscillations were removed from measured data, we were 

able to lock on six distinct decay times in the kinetics using a least-squares minimizer. This 

includes a process that is clearly visible as an isosbestic point in the raw data around 160-250 fs. 

This spectrum was evaluated and the errors extracted. This fit resulted in an R2 value of 0.9991 

and a sum of the squared errors of 1.72 x 10-3 /1.8 x 10-3 /1.71 x 10-3 if a (respectively) sinus / 

cosine / delayed cosine function was used. When using a simplex refinement algorithm, the model 

does not lock on the species at 250 fs that represents the ‘isosbestic point’ process in the least-

squares minimizer modelling of the data. The results at this stage are shown in Tables S1, S4 and 

S7 and Figures S8, S13 and S18. In addition, see kinetic data in Figures S11a, S16a and S21a, and 

SAS in Figures S12a, S17a and S22a. 

9. In the next step, we combined all three oscillations into a single model, freezing their 

frequencies and oscillation decay times but allowing the kinetic times to be optimized. In this fit, 

we calculated the spectra of both the oscillating and kinetic species simultaneously. This approach 

yielded a slightly better R2 of 0.9995/0.9995/0.99936 and a sum of the squared errors of 9.8 x 10-

4 /9.2 x 10-4 /1.22 x 10-3 if a (respectively) sinus, cosine, delayed cosine function was used. This 

reflects a slightly better fit since the spectra assigned to the oscillations were simultaneously 

refined. The results at this stage are shown in Tables S2, S5 and S8, and Figures S9, S14 and S19. 

See also kinetic data in Figures S11b, S16b and S21b and SAS in Figures S12b, S17b and S22b. 
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10. Finally, we permitted the oscillation and exponential decay functions to be refined in a very 

narrow range and performed a free optimization of all kinetic and oscillatory parameters. This 

yielded an R2 of 0.9996/0.99966/0.99937 and a sum of the squared errors of 8.3x10-4/6.5x10-

4/1.206x10-3 if a (respectively) sinus, cosine, delayed cosine function was used. This fit is also the 

only one that has no visible oscillating structures left in the fit residuals. The results at this stage 

are shown in Tables S3, S6 and S9, and Figures S10, S15, S20 and S16. See also kinetic data in 

Figures S11c, S16c and S21c and SAS in Figures S12c, S17c and S22c. We also removed the 

calculated oscillations from both the data and model, shown as the resulting pure kinetic plots in 

Figures S26. 
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Fitting Oscillations as a Sinus Function 

Table S1. Parameters obtained for Model A (best R2 = 0.9991). Separately fitted oscillations were 
subtracted and standard kinetics fitted spectra extracted. 

Oscillation 1 550	𝑓𝑠 period 735𝑓𝑠 decay 

Oscillation 2 300	𝑓𝑠 period 844	𝑓𝑠 decay 

Oscillation 3 408	𝑓𝑠 period 425	𝑓𝑠 decay 

K1 30	𝑓𝑠!"	$%
"&	$%  

K2 100	𝑓𝑠'(	$%
)*(	$%  

K3 250	𝑓𝑠"!&	$%
"+!	$%  

K4 12.28	𝑝𝑠)).-	.%
)".'	.%  

K5 131.7	𝑝𝑠)"(	.%
)!'	.%  

K6 3.5	𝑛𝑠!.!	/%!.-	/%  
 

 

Table S2. Parameters obtained for Model B (best R2 = 0.99948). Frozen oscillations parameter 
and all spectra extracted.  

Oscillation 1 550	𝑓𝑠 period 735𝑓𝑠	decay 

Oscillation 2 300	𝑓𝑠 period 844	𝑓𝑠	decay 

Oscillation 3 408	𝑓𝑠 period 425	𝑓𝑠	decay 

K1 4.7	𝑓𝑠0.(	$%
(	$%   

K2 100	𝑓𝑠'(	$%
)*(	$%  

K3 250	𝑓𝑠"!&	$%
"+!	$%  

K4 15.9	𝑝𝑠)(.)	.%
)+.-	.%  

K5 127	𝑝𝑠)")	.%
)!0	.%  

K6 3.52	𝑛𝑠!.!(	/%!.-	/%   
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Table S3. Parameters obtained for Model C (Best R2 = 0.99956). All parameters and spectra were 
fitted. 

Oscillation 1 546	𝑓𝑠()'	$%
(-0	$% period 134	𝑓𝑠)"-	$%

)0*	$% decay 

Oscillation 2 300	𝑓𝑠"&(	$%
!)(	$% period 513	𝑓𝑠0&&	$%

(0*	$% decay 

Oscillation 3 402	𝑓𝑠!&"	$%
0""	$% period 345	𝑓𝑠!"&	$%

!+!	$% decay 

K1 30	𝑓𝑠"&.(	$%
!).(	$%  

K2 100	𝑓𝑠'(	$%
)*(	$%  

K3 250	𝑓𝑠"!&	$%
"+!	$%  

K4 10.9	𝑝𝑠)*.0	.%
)).(	.%  

K5 138.6	𝑝𝑠)!"	.%
)0(.'	.%  

K6 3.5	𝑛𝑠!.!	/%!.-	/%  
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Figure S8. Measured, modelled and 10x the difference shown as two-dimensional matrices. 
Iterative fitting step as described in Step 8 in the procedure above using a sinus function for 
modelling the oscillations. Note: for this fit, the oscillations were removed from the data and model 
prior to fitting. 
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Figure S9. Measured, modelled, and 10x the difference shown as two-dimensional matrices. 
Fitting with oscillatory temporal parameters fixed, but spectra allowed to vary as described in step 
9 in the procedure above using a sinus function for modelling the oscillations.  
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Figure S10. Measured, modelled, and 10x the difference shown as two-dimensional matrices. 
Fitting with all parameters allowed to vary as described in step 10 in the procedure above using a 
sinus function for modelling the oscillations.  
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Figure S11. Kinetic development of the data for (CF3L1)2Fe. Dots are measured and chirp corrected 
data points. The lines originate from (a) Step 8 in the description above; (b) and (c) Steps 9 and 10 
in the description above. In this model, the oscillations were modeled using a sinus function. 
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Figure S12. Extracted species-associated spectra from the fits for (CF3L1)2Fe using a sinus 
function. (a) Kinetic modelling in Step 8 with removed oscillations and least-square optimizer. (b) 
Kinetic and spectral modelling in step 9 with locked oscillation temporal parameter. (c) Freely 
refining temporal and oscillator parameters. From the extracted SAS spectra, the ground state 
measured absorption spectra were subtracted, after it was scaled to the average intensity of the 10-
15ps feature between 600 and 700nm.  
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Fitting Oscillations as a Cosine Function 

Table S4. Parameters obtained for Model A (best R2 = 0.9991). Separately fitted oscillation were 
subtracted and standard kinetic fitted spectra extracted. 

Oscillation 1 430	𝑓𝑠 period 371	𝑓𝑠 decay 

Oscillation 2 710	𝑓𝑠 period 888	𝑓𝑠 decay 

Oscillation 3 738	𝑓𝑠 period 232	𝑓𝑠 decay 

K1 30	𝑓𝑠!"	$%
"&	$%  

K2 100	𝑓𝑠'(	$%
)*(	$%  

K3 250	𝑓𝑠"!&	$%
"+!	$%  

K4 12.1	𝑝𝑠)).(	.%
)".&	.%  

K5 132	𝑝𝑠)"(	.%
)!'	.%  

K6 3.5	𝑛𝑠!.!	/%!.-	/%  
 

 

Table S5. Parameters obtained for Model B (best R2 = 0.99949). Frozen oscillation parameter, all 
spectra extracted.  

Oscillation 1 430	𝑓𝑠 period 371	𝑓𝑠 decay 

Oscillation 2 710	𝑓𝑠 period 888	𝑓𝑠 decay 

Oscillation 3 738	𝑓𝑠 period 232	𝑓𝑠 decay 

K1 29	𝑓𝑠!)	$%
"&	$%  

K2 100	𝑓𝑠'(	$%
)*(	$%  

K3 249	𝑓𝑠"!-	$%
"+"	$%  

K4 12.5	𝑝𝑠)).'	.%
)!."	.%  

K5 130	𝑝𝑠)"0	.%
)!&	.%  

K6 3.5	𝑛𝑠!.!	/%!.-	/%  
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Table S6. Parameters obtained for Model C (best R2 = 0.99956). All parameters and all spectra 
fitted. 

Oscillation 1 441	𝑓𝑠0)&	$%
0+!	$% period 121	𝑓𝑠))(	$%

)"&	$% decay 

Oscillation 2 725	𝑓𝑠+&'	$%
-+)	$% period 194	𝑓𝑠)&(	$%

"*(	$% decay 

Oscillation 3 730	𝑓𝑠+'!	$%
-++	$% period 128	𝑓𝑠)""	$%

)!(	$% decay 

K1 20	𝑓𝑠)'	$%
")	$%  

K2 96	𝑓𝑠'"	$%
)*"	$%  

K3 193	𝑓𝑠)&!	$%
"*!	$%  

K4 9.1	𝑝𝑠&.+	.%
'.+	.%  

K5 135	𝑝𝑠)"&	.%
)0"	.%  

K6 3.5	𝑛𝑠!.!	/%!.-	/%  
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Figure S13. Measured, modelled, and 10x the difference shown as two-dimensional matrices. 
Iterative fitting step as described in Step 8 in the procedure above using a cosine function for 
modelling the oscillations. Note that for this fit the oscillations were removed from the data and 
model prior to fitting. 
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Figure S14. Measured, modelled, and 10x the difference shown as two-dimensional matrices. 
Fitting with oscillatory temporal parameters fixed, but spectra allowed to vary as described in step 
9 in the procedure above using a cosine function for modelling the oscillations.  
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Figure S15. Measured, modelled, and 10x the difference shown as two-dimensional matrices. 
Fitting with all parameters allowed to vary as described in Step 10 in the procedure above using a 
cosine function for modelling the oscillations.  
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Figure S16. Kinetic development of the data for (CF3L1)2Fe. Dots are measured and chirp corrected 
datapoints. The lines originate from (a) Step 8 in the description above; (b) and (c) Steps 9 and 10 
in the description above. In this model, the oscillations were modeled using a cosine function. 
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Figure S17. Extracted species-associated spectra from the fits for (CF3L1)2Fe using a cosine 
function. (a) Kinetic modelling in Step 8 with removed oscillations and least-square optimizer. (b) 
Kinetic and spectral modelling in Step 9 with locked oscillation temporal parameter. (c) Freely 
refining temporal and oscillator parameters. From the extracted SAS spectra, the ground state 
measured absorption spectra were subtracted, after it was scaled to the average intensity of the 10-
15 ps feature between 600 and 700nm.  
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Fitting Oscillations as a Cosine Function with a Delayed Rise 

Table S7. Parameters obtained for Model A (best R2 = 0.9991). Separately fitted oscillations were 
subtracted and standard kinetic fitted spectra extracted. 

Oscillation 1 400	𝑓𝑠 period 155	𝑓𝑠 decay 326 fs rise  

Oscillation 2 718	𝑓𝑠 period 470	𝑓𝑠 decay 151 fs rise 

Oscillation 3 509	𝑓𝑠 period 834	𝑓𝑠 decay 276 fs rise 

K1 30	𝑓𝑠!"	$%
"&	$%   

K2 100	𝑓𝑠'(	$%
)*(	$%   

K3 250	𝑓𝑠"!&	$%
"+!	$%   

K4 12.3	𝑝𝑠)).-	.%
)!	.%    

K5 132	𝑝𝑠)"(	.%
)!'	.%   

K6 3.51	𝑛𝑠!.!	/%!.-	/%   
 

 

Table S8. Parameters obtained for Model B (best R2 = 0.99936). Frozen oscillation parameter, all 
spectra extracted.  

Oscillation 1 400	𝑓𝑠 period 155	𝑓𝑠 decay 158	𝑓𝑠)(0	$%
)+"	$%   rise 

Oscillation 2 718	𝑓𝑠 period 470	𝑓𝑠 decay 158	𝑓𝑠)(0	$%
)+"	$%   rise 

Oscillation 3 509	𝑓𝑠 period 834	𝑓𝑠 decay 158	𝑓𝑠)(0	$%
)+"	$%   rise 

K1 30	𝑓𝑠!"	$%
"&	$%   

K2 100	𝑓𝑠'(	$%
)*(	$%   

K3 249	𝑓𝑠"!-	$%
"+"	$%   

K4 12.5	𝑝𝑠)).'	.%
)!."	.%   

K5 135	𝑝𝑠)"&	.%
)0"	.%   

K6 3.51	𝑛𝑠!.!	/%!.-	/%   
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Table S9. Parameters obtained for Model C (best R2 = 0.99937). All parameters and all spectra 
fitted. 

Oscillation 1 390	𝑓𝑠!-*	$%
0)*	$% period 154	𝑓𝑠)0+	$%

)+"	$% decay 158	𝑓𝑠)(0	$%
)+"	$%   rise 

Oscillation 2 721	𝑓𝑠+&(	$%
-(-	$% period 467	𝑓𝑠00(	$%

0'"	$% decay 158	𝑓𝑠)(0	$%
)+"	$%   rise 

Oscillation 3 505	𝑓𝑠0&*	$%
(!*	$% period 830	𝑓𝑠-'!	$%

&--	$% decay 158	𝑓𝑠)(0	$%
)+"	$%   rise 

K1 30	𝑓𝑠"&	$%
!"	$%   

K2 100	𝑓𝑠'(	$%
)*(	$%   

K3 249	𝑓𝑠"!0	$%
"+"	$%   

K4 12.1	𝑝𝑠)).(!	.%
)".-	.%    

K5 121	𝑝𝑠))(	.%
)"-	.%   

K6 3.5	𝑛𝑠!.!	/%!.-	/%   
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Figure S18. Measured, modelled, and 10x the difference shown as two-dimensional matrices. 
Iterative fitting step as described in step 8 in the procedure above using a cosine function for 
modelling the oscillations. Note that for this fit the oscillations were removed from the data and 
model prior to fitting. 
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Figure S19. Measured, modelled, and 10x the difference shown as two-dimensional matrices. 
Fitting with oscillatory temporal parameters fixed, but spectra allowed to vary as described in step 
9 in the procedure above using a cosine function for modelling the oscillations.  
 



 SI-38 

 

Figure S20. Measured, modelled, and 10x the difference shown as two-dimensional matrices. 
Fitting with all parameters allowed to vary as described in step 10 in the procedure above using a 
cosine function for modelling the oscillations.  
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Figure S21. Kinetic development of the data for (CF3L1)2Fe. Dots are measured and chirp corrected 
datapoints. The lines originate from (a) Step 8 in the description above; (b) and (c) Steps 9 and 10 
in the description above. In this model, the oscillations were modeled using a cosine function. 



 SI-40 

 
Figure S22. Extracted species-associated spectra from the fits for (CF3L1)2Fe using a cosine 
function. (a) Kinetic modelling in Step 8 with removed oscillations and least-square optimizer. (b) 
Kinetic and spectral modelling in step 9 with locked oscillation temporal parameter. (c) Freely 
refining temporal and oscillator parameters. From the extracted SAS spectra, the ground state 
measured absorption spectra were subtracted, after it was scaled to the average intensity of the 10-
15 ps feature between 600 and 700nm.  
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The kinetic parameters are labelled k1 through k6 and have each an initial value, refined 

value and an upper and lower limit determined by a t-testing of the complete parameter set using 

the same optimizer. We note that the error values as obtained by the algorithm are extremely 

narrow, ~5%. When testing the error estimation procedure with other algorithms such as simplex 

or other (known and constructed) data, the algorithm performs as expected and usually produces 

significantly wider error margins. We can only assume that the complexity of the model results in 

a strongly defined local minima. 

For more details see the description in the publication associated with the KiMoPack 

software package and its manual.5 As given in the tables (Table S1 – Table S9), the rates correspond 

to the following processes: k1 reflects 1PALCT®3PALCT ISC; k2 corresponds to conversion of 

3PALCT into the MC manifold; k3 represents ISC within MC manifold namely 3MC®5MC 

transition; k6 is the rate of conversion of the 5MC back to ground state; k4 and k5 reflect relaxation 

processes within the 5MC state. We note the time of 1PALCT®3PALCT ISC is not very well 

defined as it is shorter than the IRF. The parameters f0-f2 and tk0-tk2 represent the oscillation 

periods and the dephasing times (that is, the time in which the amplitude of oscillations decay).  

  All three slow components have very similar SAS which are also very similar to slow ESA 

extracted in oTA by subtraction of GSB; only subtle differences are evident, reflecting some 

narrowing of the ESA of what we assign to be the 5MC state. The SAS of the 30 fs component 

gives a substantially different shape than the SAS of the 100 fs component and to some extent 

mirrored it, with both fast components in turn looking very different from the SAS of the slower 

components. We note that in both extractions, an isosbestic point is visible at 530 nm – as also 

observed in the measured data. The shape of the fastest SAS is reasonable, but the amplitudes of 

different spectral bands look quite different from the GSB subtraction-generated spectrum. The 
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difference is somewhat expected as (a) the data-generated spectrum for the component that is faster 

than the IRF has contributions of slower components, and (b) in the global analysis, the amplitude 

and the shape of a component faster than IRF may be highly distorted. When we compare SAS of 

the two earliest components for both fitting with cos(wt) and sin(wt) functions we observe that 

these two components anti-correlate with each other suggesting some sort of compensation effect 

in the fitting.  
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Spectral Shapes of Oscillation Amplitudes 

Figure S23 shows the expanded comparison of the temporal and spectral components of the 

oscillations.  

 

Figure S23. Temporal evolution of the oscillations (left column) and spectra assigned to each 
oscillation (right column). The selected models are named as title in the legend. Note that some of 
the amplitudes were amplified, as noted in the respective legends. 
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In the main text, we refer to comparison of amplitude spectra of oscillations with the ground-state 

absorption and its derivative, as compared in the figures below: 

 
Figure S24. Comparison of the amplitude spectrum of the oscillations with 545 fs period and 
scaled ground-state absorption spectrum.  
 

 
Figure S25. Comparison of the amplitude spectra of oscillations with periods 400 and 300 fs with 
scaled ground-state absorption and smoothed and scaled derivative of the absorption spectrum.  



 SI-45 

Ground State Recovery 

Also, as stated in the main text, we do not observe any significant signatures of GSR faster than 

on the ns timescale. We use the following logic to argue on neglecting GSR during excited state-

to-state transformation. In general, GSR occurs as a synchronous decay of the ground state bleach 

(GSB) in the entire spectral region of the ground state absorption. First, let’s assume that GSR 

efficiently competes with early state-to-state transitions. Then the concentration of absorbed 

excitation photons is (much) larger than the concentration of 5MC state. We know that 5MC state 

does not undergo any fast GSR as it converts to the ground state (GSR) on 3.6 ns time scale. When 

we extract ESA of the 5MC state, we scale the inverted ground state absorption to obtain GSB 

spectrum for subtraction from the TA spectra. In this procedure, in the constructed 5MC ESA we 

aim at absence of any remaining negative GSB signal as well as of a positive signal with the 

features of the ground state absorption. As a bonus of this procedure, we identify the concentration 

of excited molecules at that delays as we know the ground state absorption extinction (molar 

attenuation coefficient). The same GSB spectrum was used to get 3MC ESA meaning that the 

concentration of 3MC and 5MC is the same and that the GSR from 3MC is negligible. The very fast 

1PALCT state depopulation (due to ISC) leads to the kinetics of 1PALCT state which are close to 

the IRF and to observation of the largest signal at the time close to zero delay time that corresponds 

to half of absorbed photons concentration.  

To successfully subtract GSB from the 1PALCT state TA spectrum, we scaled down the 

5MC state concentration two times which implies that there is no GSR from 1PALCT state. If GSR 

would be a significant part of the very fast dynamics, maximum concentration of the 1PALCT state 

should be significantly larger than the 5MC state concentration. Therefore, in the constructed ESA 

we would need more than half of the amplitude of the GSB to remove the negative TA signal over 
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the entire spectral range of the ground state absorption, which is not the case in our data analysis. 

Now, by exclusion, GSR from 3PALCT state should also be weak. Furthermore, to expect a 

scalable GSR from 3PALCT state we must assume that its couplings to the ground state is much 

larger than that of the 1PALCT state as its measured depopulation times is only a few times longer 

than for 1PALCT. This requirement conflicts the expected decrease of the 3PALCT state coupling 

to the ground state due to the spin parity by two- to four- orders of magnitude, which is an 

additional argument to neglect GSR from the 3PALCT state. Also, when we remove oscillations 

from the TA spectral dynamics during fitting, we do not observe any sign of GSR in kinetics (see 

Figure S26. 

 

Figure S26. Kinetic development of the data for (CF3L1)2Fe with the fitted oscillations removed 
from both the data and the fit. This is essentially the same data as in Figure S11c, but now shows 
only the kinetic evolution of the data. 
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COMPUTATIONAL FIGURES AND SUPPORTING DISCUSSION  

All computations were carried out using Orca v5.0.4.8–10 Using the previously reported optimized 

geometry of (CF3L1)2Fe, TD-DFT calculations were performed following the same computational 

strategy as reported before1 to generate the electron and hole density distribution map for the 

vertical transition at 2.05 eV, corresponding to the excitation wavelength of 600 nm used for all 

transient absorption experiments in this study. Then using the previously reported coordinates of 

the optimized geometries of the triplet and metal-centered states of a closely related analogue 

(ClL1)2Fe,6 TD-DFT calculations were performed for the 3MC and 5MC states using the B3LYP 

functional,11–13 ZORA approximation,14 and ZORA-def2-TZVP basis set15 to account for 

relativistic effects. This level of theory was chosen to simulate the absorption spectra of the 3MC 

and 5MC states based on our previous work where testing of different functionals for TD-DFT 

calculations on quintet metal-centered states revealed B3LYP/ZORA-def2-TZVP to match the 

experimental data the best. We used the resolution of identity approximation (RIJCOSX)16 to 

speed up the calculations, the SMD17 solvation model (toluene), the SARC/J auxiliary basis set,18–

22 and Grimme’s D4 dispersion correction.23,24 The XY data to plot the calculated spectra were 

generated using Multiwfn version 3.7 using a 0.37 eV broadening. In order to visualize the electron 

hole density distribution maps, molden files were generated using the orca_2mkl module, and were 

fed into Multiwfn 3.725 to generate distribution maps at an isosurface value of 0.002. The optimized 

geometries were visualized using Mercury.26 The optical characterization of (ClL1)2Fe , which is 

nearly identical to that of (CF3L1)2Fe, will be reported in a subsequent paper. We include here 

selections from its computational analysis that are important for analysis of the dynamic behaviour 

of (CF3L1)2Fe.  



 SI-48 

 

Figure S27. Electron (green) and hole (blue) density distribution maps (isosurface = 0.002) for the 
2.05 eV (~600 nm) transition of (CF3L1)2Fe. 

 

 
Figure S28. Overlay of the ESA attributed to the 5MC state (2 ps) and the experimental absorption 
spectrum of the high-spin model complex (CF3L2)2Fe. 
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Figure S29. Comparison of (a) the ESA spectra attributed to the 3MC state (205 fs) and 5MC state 
(2 ps) of (CF3L1)2Fe (b) TD-DFT simulations in toluene (SMD-D4-B3LYP-RIJCOSX-
ZORA/ZORA-def2-TZVP+SARC/J; FWHM = 0.37 eV) of the absorption spectra using the 
optimized geometries of the 3MC and 5MC excited states of the closely related analogue (ClL1)2Fe. 
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Figure S30. Calculated octahedricity parameters27 for the optimized geometries of the 3MC and 
5MC excited states of (ClL1)2Fe, and comparison with the ground-state of (CF3L1)2Fe and the high-
spin model complex (CF3L2)2Fe. 
 
  

2.264 Å
2.080 Å

2.275 Å

1.974 Å

1.926 Å

1.978 Å

2.216 Å
2.119 Å

2.217 Å

2.216 Å

2.119 Å

2.217 Å

2.235 Å

2.070 Å

2.191 Å

2.211 Å

2.078 Å

2.157 Å

Parameter (CF3L1)2Fe (XRD) 3MC (ClL1)2Fe (DFT) 5MC (ClL1)2Fe (DFT) (CF3L2)2Fe (XRD)
dmeana / Å 1.943 2.083 2.184 2.157
zb / Å 0.0607 0.746 0.261 0.332
Dc 0.00004 0.00450 0.00045 0.00086

Sd / ° 58.86 95.04 132.14 123.55
Qe / ° 195.17 339.61 410.32 441.08
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