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S1 Computational methods

S1.1 Crystal structure prediction

Firstly, molecular geometries were optimized at the B3LYP / 6-311** level of theory in Gaus-
sian091. These optimized geometries were kept fixed throughout the calculations. Distributed
atom-centered multipoles up to hexadecapole were generated from the optimized electronic den-
sity using GDMA2, and partial charges were fitted to the multipoles using the MULFIT3 program.

The structure generation stage was carried out using our GLEE4 program, as implemented
in mol-CSPy5. Crystal structures were generated in the top 10 most common molecular organic
space groups (SGs) with Z′ = 1: Pbca, P21/c, C2/c, P212121, P1, P21, Pna21, Cc, Pca21 and C2.
The structure generation search terminated once 10 000 structures were generated and successfully
energy minimized for each SG. For the pyrene molecule, an extra crystal generation stage was
performed with Z′ = 2 in SG P1 targeting 40 000 structures. This was done to find matching
structures to the experimental polymorph IV 6.

The generated structures were lattice-energy minimized in a 3-stage procedure, using the
PMIN7 and DMACRYS8 software packages, consisting of: an initial PMIN minimization at zero
pressure and partial charge electrostatics, following with a DMACRYS minimization with dis-
tributed (atomic) multipole electrostatics and at 0.1GPa, and finally a DMACRYS minimization
at zero pressure with multipole electrostatics.

The potential energy models used for the minimizations were: FIT9, PAHAP10 and isoPA-
HAP11. These are described in Section S1.3.

After the target structures were generated, the set of structures was clustered to remove any du-
plicates. First, we compared simulated powder X-ray diffraction (pXRD) patterns generated with
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the PLATON12 package; comparisons were performed with a constrained dynamic time warping al-
gorith. This was followed with the COMPACK13 algorithm as it is implemented in the Cambridge
structural database (CSD)14 API, using a cluster size of 30 molecules, angle and distance tolerance
of 30◦ and 30% respectively, and a threshold on root mean squared deviations in atomic positions
of 0.3 Å. For efficiency, only structures within 1.0 kJmol−1 in lattice energy and 0.05 g cm3 in
density were compared at both steps.

Table S1 shows the cost of running the crystal structure prediction (CSP) workflow and the
subsequent clustering of duplicate structures. The data for pyrene includes the extra structures
generated with Z ′ = 2. Structure generation with the PAHAP potential takes the longest due to
the nature of the potential energy model (anisotropic atom-atom repulsion-dispersion). Clustering
of the pyrene structures takes longer than in the other systems due to the extra structures generated
in the Z ′ = 2 search.

S1.2 Monte Carlo threshold algorithm

The Monte Carlo threshold (MCT) trajectories were started from the crystal structures of the
CSP landscape that matched the experimental polymorphs of each system, plus an extra 30 of the
lowest energy predicted crystal structures. These 30 additional structures were selected using a
generalised convex hull (GCH) algorithm martin2025adapted. The structures of the CSP landscape
were ranked by their distance to the GCH, and 30 structures were selected starting from the ones
closest to the GCH, skipping those that were above 15 kJmol−1 from the global minimum of the
CSP landscape. If one of the structures to be selected with the GCH ranking was also a match to
an experimental polymorph, it was skipped and the next closest to the GCH was selected instead.

Once the structures were selected, they were expanded to P1 Niggli-reduced cells in order to
remove any symmetry constraints on the sampling and avoid running the algorithm in stretched
cells that can arise from the CSP minimization steps, as well as using the smallest possible unit
cell representation of each crystal structure. Whenever possible, the MCT trajectories were run in
cells with 4 molecules. Any supercells that had to be generated were done by doubling the original
cell along the shortest cell axis. A few structures had smallest cells with 8 molecules, in which case
twice as much sampling was performed than in the cells with 4 molecules.

A total of three independent MCT trajectories were run from each structure, each one with an
increasing amount of sampling of the lower energy regions of the potential energy surface (PES).
The three sampling schemes, S1, S2, and S3, are shown in Table S2. S1 and S2, using 5.0 and
2.5 kJmol−1 lid increments, are used to sample up to high energies above the starting point to
ensure connections between all crystal structures are found. S3, using small lid increments of
1.25 kJmol−1 and more extensive sampling, is used to get a very thorough sampling of the energy
regions near the starting points and find the lowest-energy connections possible.

The single-point energy calculation after every Monte Carlo (MC) step was done in DMACRYS
with multipole electrostatics. The available MC moves are shown in Table S3. At each step, only
one of the available move types is randomly selected and performed. The probabilities for each
move type were calculated as the proportion of the total degrees of freedom of the system.

After each accepted MC step, the perturbed structure was energy-minimized following a 3-stage
procedure similar to the one done with the CSP structures: an initial DMACRYS minimization at
ambient pressure and multipole electrostatics, following with a DMACRYS minimization with dis-
tributed multipole electrostatics and at 0.1GPa, and finally a DMACRYS minimization at ambient
pressure with multipole electrostatics. In this case, we replace the PMIN with partial charges min-
imization with a DMACRYS minimization with multipole electrostatics, to avoid possible cases
where the change in the energy model samples a different PES and could therefore ”jump” to
otherwise inaccessible basins.

Table S1 shows the cost of running the MCT algorithm on the selected structures in each
system. The cost is significantly higher than running CSP on the same systems: running the MCT
algorithm on a single crystal structure takes more CPU hours than generating the whole CSP
landscape.
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Table S2: Description of the three sampling schemes used for the MC trajectories of the treshold
algorithm. S1 and S2 reach the same energy-lid above the starting structure, but S2 has twice the
number of MC steps. S3 does not reach as high an energy-lid above the starting point, but it is used
to thoroughly explore the low energy region of the PES to find the lowest energy connections possible.

Sampling
scheme

Total
MC moves

MC moves
per lid

Lid energy

increases / kJmol−1
Max. lid

energy / kJmol−1

S1 13 000 1000 5.00 65.00
S2 26 000 1000 2.50 65.00
S3 34 000 2000 1.25 21.25

Table S3: The moveset for the MC perturbations. The probability of performing one of the moves
was calculated as the proportion to the total degrees of freedom of the system. The changes in cell
volume depend on the number of molecules in the cell.

Move
Maximum

move amount

Translation 0.5 Å
Rotation 0.05◦

Cell lengths 0.5 Å
Cell angles 0.5 Å
Cell volume

(per molecule) 25 Å
3

Connections between MCT trajectories were found by clustering the structures using simulated
pXRD patterns generated by PLATON. The COMPACK algorithm was not used in this case due to
the large number of structures generated in the trajectories. From the connections found between
trajectories, disconnectivity graphs could be constructed.

It was observed that once the selected structures were minimized in the P1 cells, some of them
coalesced to the same minima and were clustered together when applying the pXRD comparison.
This means that the number of initial structures in the disconnectivity graphs might not add up
to 30 plus the experimental matches. The total number of minima for each system and potential is
shown in Table S4, as well as the maximum number of structures possible if no minima coalesced
in the P1 PES.

Table S4: Number of unique MCT trajectory starts after pXRD clustering of the P1 energy-minimized
cells for every potential energy model used. The last row shows the maximum number of trajectory
starts that can be per system. Pyrene experimental polymorphs I and II are clustered together when
energy-minimized with the FIT and PAHAP potentials in the P1 SG. Phenanthrene polymorphs II, I1
and I4 also cluster together, and I2 and I3 as well.

Potential Phenanthrene Pyrene Perylene

FIT 33 34 30
PAHAP 32 34 30

isoPAHAP 31 35 28

Maximum 34 34/34/35 32
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Figure S1: Directions of the z-axis for each atomic site of the three molecules in this study, required
for the anisotropic atom-atom repulsion-dispersion potential. The atomic axes for pyrene are taken
from10.

S1.3 Potential energy models

Three different potential energy models were employed when energy-minimizing the CSP and
MCT generated structures and doing single-point energy calculations of the MC perturbations:
FIT15, PAHAP10 and isoPAHAP11, each combined with atomic multipole electrostatics. FIT is
a transferable potential energy model for organic molecular crystal structure modelling, and is
therefore parametrized from a variety of molecular chemistries. PAHAP is an anisotropic atom-
atom potential parametrized exclusively with data of polycyclic aromatic hydrocarbons (PAHs)
dimers, and isoPAHAP is an isotropic potential derived from it.

FIT and isoPAHAP are isotropic atom-atom potentials of the Buckingham form shown in Equa-
tion (1).

Viso(r) = A exp(−Br)− C

r6
(1)

Where A, B and C are constants whose values depend on the species that interact. The
PAHAP potential is an anisotropic atom-atom potential of the Buckingham form with a damped
dispersion term f(r), as shown in Equation (2).

Vaniso(r) = A exp
[
−B

(
r − ρ(Ω)

)]
− f(r)

C

r6
(2)

Compared to the isotropic potential, ρ(Ω) is a function that depends on the relative orientation
of the two interacting atomic sites with respect to defined atomic axis. These are shown in
Figure S1.

The use of atom-centered multipole electrostatics means that even if the non-electrostatic part
of the potentials is isotropic (FIT and isoPAHAP), when including the electrostatic term to the
energy calculations, all three potentials have an anisotropic atom-atom form.

S1.4 Experimental structures

The crystal files for experimental polymorphs were taken from different sources. Perylene poly-
morphs were taken from the CSD, refcode PERLEN0116 for the α polymorph and PERLEN0717

for the β one. The CSD entry for polymorph β has Z ′ = 0.5 in SG P21/c, which can’t be handled
with our workflow, so the SG symmetry was changed to subgroup P21 with Z ′ = 1.

Pyrene polymorphs I, II, IV and V were all taken from the data provided in the high pressure
study of pyrene by Zhou et al.6, while the file for polymorph III was taken from the CSD entry with
refcode PYRENE0818. The CSD entry for polymorph III has Z ′ = 0.5. Due to the limitations in
our workflow to handle non-integer number of formula units in the asymmetric unit, we changed
the SG symmetry of the crystal from P21/a to P21 with one whole molecule in the asymmetric
unit.

5



Figure S2: The four crystals generated for the disordered polymorph I of phenanthrene. Red arrows
show the orientation of the molecules in the crystals. A is I1, B I2, C I3, and D I4. A and D are
equivalent due to symmetry, B and C are equivalent too.

Phenanthrene polymorphs II and III were taken from CSD entries PHENAN0419 and PHENAN1418

respectively. No file with resolved atomic positions for polymorph I was found in the CSD. This
polymorph packs similarly to polymorph I but has orientational disorder: molecules are oriented
in two possible directions related by an inversion center in the molecule20. To create a crystal file
for this polymorph we used the unit cell data from the PHENAN1120 CSD entry. Combinations
of the possible orientations of the two molecules in the unit cell were created, resulting in 4 crystal
files shown in Figure S2: I1, I2, I3, I4. Due to symmetry, I1 is equivalent to I4, and I2 equivalent
to I3. Due to the symmetry of the I2 and I3 crystals and the SGs and Z ′ values searched during
CSP, no matches could be found in the CSP landscapes.

In order to search the CSP landscape for structures matching the experimental polymorphs, we
replaced the molecules in the experimental crystals with the B3LYP / 6-311** geometry-optimized
ones used in the CSP crystal generation step. The crystals were then energy-minimized with the
three potential energy models. The original unit cell parameters and the energy-minimized ones
are shown in Table S5.

Table S5: Unit cell parameters of original polymorphs and energy-minimized versions of the experi-
mental polymorphs with each potential.

Polymorph a/Å b/Å c/Å α/◦ β/◦ γ/◦

Perylene α16 11.28 10.83 10.26 90.00 100.55 90.00
Perylene α FIT 10.20 11.21 11.00 90.00 97.59 90.00

Perylene α PAHAP 10.11 10.55 10.91 90.00 96.72 90.00
Perylene α isoPAHAP 9.96 10.96 10.92 90.00 96.62 90.00

Perylene β 17 9.75 5.82 10.58 90.00 96.69 90.00
Perylene β FIT 10.06 5.46 11.38 90.00 100.07 90.00

Perylene β PAHAP 9.96 5.26 11.05 90.00 99.48 90.00
Continued on next page
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Table S5: Unit cell parameters of original polymorph and energy-minimized ones. (cont.)

Polymorph a/Å b/Å c/Å α/◦ β/◦ γ/◦

Perylene β isoPAHAP 9.80 5.57 10.88 90.00 98.34 90.00

Pyrene I 6 8.48 9.26 13.66 90.00 100.31 90.00
Pyrene I FIT 8.06 10.04 13.06 90.00 93.01 90.00

Pyrene I PAHAP 7.98 9.90 12.31 90.00 92.07 90.00
Pyrene I isoPAHAP 8.00 10.16 12.67 90.00 101.69 90.00

Pyrene II 6 8.14 9.86 12.11 90.00 96.48 90.00
Pyrene II FIT 8.06 10.04 13.06 90.00 93.02 90.00

Pyrene II PAHAP 7.98 9.90 12.31 90.00 92.06 90.00
Pyrene II isoPAHAP 7.92 9.95 12.64 90.00 93.43 90.00

Pyrene III 21 15.35 3.85 8.65 90.00 103.30 90.00
Pyrene III FIT 15.85 3.88 8.49 90.00 102.63 90.00

Pyrene III PAHAP 15.24 3.78 8.36 90.00 101.94 90.00
Pyrene III isoPAHAP 13.02 4.85 7.89 90.00 97.73 90.00

Pyrene IV 6 7.59 10.22 11.19 92.54 95.04 91.21
Pyrene IV FIT 7.88 10.45 12.92 92.43 93.20 91.07

Pyrene IV PAHAP 7.71 10.30 12.30 92.58 92.16 90.61
Pyrene IV isoPAHAP 7.68 10.35 12.63 92.54 92.58 91.05

Pyrene V 6 7.45 6.45 16.10 90.00 100.65 90.00
Pyrene V FIT 8.01 7.75 17.19 90.00 99.81 90.00

Pyrene V PAHAP 7.90 7.46 16.65 90.00 99.11 90.00
Pyrene V isoPAHAP 7.70 7.75 16.92 90.00 98.92 90.00

Phenanthrene I 20 8.51 6.22 9.53 90.00 98.73 90.00
Phenanthrene I1 FIT 8.66 6.02 9.39 90.00 95.10 90.00

Phenanthrene I1 PAHAP 8.68 5.61 9.30 90.00 95.75 90.00
Phenanthrene I1 isoPAHAP 8.58 5.79 9.25 90.00 95.30 90.00

Phenanthrene I2 FIT 8.86 5.87 9.62 89.95 94.21 89.99
Phenanthrene I2 PAHAP 8.83 5.52 9.49 89.94 94.53 89.99

Phenanthrene I2 isoPAHAP 8.69 5.72 9.44 89.95 94.08 89.99
Phenanthrene I3 FIT 8.86 5.87 9.62 90.05 94.21 90.01

Phenanthrene I3 PAHAP 8.83 5.52 9.49 90.06 94.53 90.01
Phenanthrene I3 isoPAHAP 8.69 5.72 9.44 90.05 94.08 90.01

Phenanthrene I4 FIT 8.66 6.02 9.39 90.00 95.10 90.00
Phenanthrene I4 PAHAP 8.68 5.61 9.30 90.00 95.75 90.00

Phenanthrene I4 isoPAHAP 8.58 5.79 9.25 90.00 95.30 90.00

Phenanthrene II 19 8.46 6.16 9.47 90.00 97.70 90.00
Phenanthrene II FIT 8.66 6.02 9.39 90.00 95.11 90.00

Phenanthrene II PAHAP 8.68 5.61 9.30 90.00 95.75 90.00
Phenanthrene II isoPAHAP 8.58 5.79 9.25 90.00 95.30 90.00

Phenanthrene III 18 12.94 3.82 17.69 90.00 99.13 90.00
Phenanthrene III FIT 13.30 3.94 18.15 90.00 99.03 90.00

Phenanthrene III PAHAP 12.88 3.83 17.82 90.00 97.96 90.00
Phenanthrene III isoPAHAP 9.51 5.60 17.09 90.00 88.11 90.00

Matches in the CSP landscape were found using the CSD energy-minimized crystal struc-
tures with the COMPACK algorithm as implemented in the CSD API, using a cluster size of 30
molecules, a cutoff in RMSD of atomic positions of 0.30 Å, and angle and distance tolerance of

7



30.00◦ and 30.00% respectively. The COMPACK algorithm provides the root-mean-square devia-
tion (RMSD30) as a measure of how closely the structures match. The matching structures, their
SG and the RMSD30 between them and the experimental ones is shown in Table S6.

It must be noted that pyrene polymorphs I and II are clustered together when energy-
minimized using the FIT and PAHAP potentials. Phenanthrene polymorphs II, I1 and I4 cluster
together, as well as I2 and I3.

S1.5 Crystal packing analysis

Analysis of the packing of the crystals from the disconnectivity graphs was done using the Au-
topack22 python package. The settings used were the default ones, shown in Table S7.
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Table S7: Autopack22 settings used for packing analysis of the disconnectivity graph structures.

Setting name Value

threshold 120
restarts 4
z penalty 0.0315
alpha 1.20
in plane 25.00◦
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S2 Energy-density landscapes

The energy-density plots of the CSP landscapes can be seen in Figure S3. The experimental
polymorph matches are shown with red squares, the rest of the generated structures are shown in
black crosses.
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S3 Disconnectivity graphs

The top 700 lowest energy structures of each system and potential generated with the MCT
algorithm are shown in Figure S4. We can observe that, at high-energy lids above the starting
structures for the MCT trajectories, a large number of low energy structures are found.

The full disconnectivity graphs for all molecules and potential energy models are shown in Fig-
ure S5.
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