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Expanded computational methodology 

General simulation   

All Density Functional Theory (DFT) simulations in this paper were completed via the Vienna Ab 

Initio Simulation Package (VASP; version 6.4.3),1 while all simulations performed via a universal machine 

learning potential (MLP) were performed with the Crystal Hamiltonian Graph neural NETwork (CHGNET).2 

Unless otherwise stated, DFT calculations employed the Perdew-Burke-Ernzerhof (PBE) parameterization 

of the Generalized Gradient Approximation (GGA) functional,3,4 as well as standard PAW pseudopotentials 

(labelled ‘Al’, ‘Zn’, ‘O’, and ‘N’ in VASP).5 By default, DFT calculations applied an energy cutoff (ENCUT) of 

550 eV and spin polarization (ISPIN = 2), as well as respective energy (EDIFF) and force (EDIFFG) relaxation 

tolerances of 5x10-5 eV and 0.02 eV/Å.6–8 Bulk and surface structures were respectively relaxed without 

(ISIF = 3) and with (ISIF = 2) volumetric and cell dimension constraints.6,9,10 For DFT energetics associated 

with bulk cell dimensions in CHGNET-DFT validation, phase diagram, and H insertion simulations, Gamma-

centered k-point grids were applied according to a unitary reference, or 8x8x8 for a bulk cell with 

dimensions of 3 Å in all directions.10 Within computational limits, this was multiplicatively scaled down 

with expanding bulk cell dimensions in larger materials systems. Dimensions of molecular and surface 

simulation cells featuring vacuum all assigned corresponding k-point grid dimensions of 1.10 With respect 

to electronic structure calculations completed on bulk hexagonal ZnO (P63mc) and associated Al-doped 

ZnO (AZO) configurations, k-points were applied similarly with a 12x12x12 reference k-point grid.11–13 

For surface and interfacial DFT calculations completed on Zn(0001) (generated from bulk Zn, 

P63/mmc) and ZnO(0001) systems, slabs were respectively built using four and six layers.14–17 Half of these 

were fixed for both Zn(0001) (2 layers) and ZnO(0001) (3 layers) surfaces, while each slab imposed a 

vacuum (along z-axis) of at least 20 Å.18–20 For simulations involving N surface and subsurface adsorption 

on Zn(0001) slabs, energetic convergence was reached within 0.01 eV between interfacial (x and y axes) 

supercell dimensions of 3x3 and 4x4. Thus, for all NHx (x=0-3) adsorption slab results excluding 

convergence testing, as well as electronic structure and conductivity evaluations of ZnO slabs, 4x4 

supercell dimensions were implemented.21 For each AZO simulation, a single Al substitutes Zn on a Zn site, 

while different Al concentrations are tested by expanding supercell size relative to the ZnO unit cell.11 

With respect to Al-impurity concentration (Al at. %) across all cationic sites, the following AZO systems 

were simulated in this paper, with cell dimensions defined according to supercells of the pristine ZnO unit 

cell (4 atoms):12,13 



 

 

Dimensions Stoichiometry Al at. % Dimensions Stoichiometry Al at. % 

2x2x1 Al1Zn7O8 12.5% 6x2x2 Al1Zn47O48 2.08% 

3x2x1 Al1Zn11O12 8.33% 3x3x3 Al1Zn53O54 1.85% 

2x2x2 Al1Zn15O16 6.25% 4x4x2 Al1Zn63O64 1.56% 

3x2x2 Al1Zn23O24 4.16% 4x3x3 Al1Zn71O72 1.39% 

4x2x2 Al1Zn31O32 3.13% 5x4x2 Al1Zn79O80 1.25% 

5x2x2 Al1Zn39O40 2.50% 4x4x3 Al1Zn95O96 1.04% 

 

Simulations involving H insertion or incorporation were done on 3x3x2 bulk ZnO supercells.22,23 

All DFT molecular energies – encompassing those of NHx (x=0-3), N2, H2, and O2 – employed as chemical 

potentials or otherwise were resolved via single k-point calculations, namely within simulation boxes 

featuring edge lengths of 15 Å.6 Corresponding CHGNET energies – which effectively serve as molecular 

chemical potentials in analogous calculations – were calculated by adapting structures from the Materials 

Project (MP) database with corresponding stoichiometries, including NH3 (mp-29145), N2 (mp-154), H2 

(mp-730101), and O2 (mp-723285).8,24 

General formation energies (Ef) resolved for CHGNET-DFT cross-validation, related phase 

diagrams, and other connected calculations (unless otherwise noted) were resolved via the formalism:25 

𝐸𝑓 =
1

𝑁
(𝐸𝑡𝑜𝑡𝑎𝑙 − ∑ 𝑚𝑗𝐸𝑗

𝐽

𝑗
)     [1] 

For both CHGNET and DFT, Ef are achieved from the total relaxed energies (Etotal) of materials 

systems within the Al-Zn-N-O phase space, differenced relative to corresponding elemental or atomic 

energies (Ej) weighted by their stoichiometric proportions within such systems (mj). For each materials 

system, each present element (j) is considered over the total set of all elements (J = {Al, Zn, N, O}). Each 

Ef is normalized with respect to the total number of atoms comprising its matching materials system (N). 

Formation energies for inserting 1-4 (n=1-4) interstitial H (Ef,int) are resolved for 1Hi (Figure S21), 2Hi (Figure 

S22), VZn-nH (Figure S23), and VO-nH (Figure S24) systems using the following equation:23,26,27 

𝐸𝑓,𝑖𝑛𝑡 =
1

𝑁
(𝐸𝐻−𝑍𝑛𝑂 − 𝐸𝑍𝑛𝑂,𝑟𝑒𝑓 −

𝑛

2
[𝐸𝐻2

+ 𝐸𝑐𝑜𝑟𝑟,𝐻2
])     [2] 



 

 

Here, Ef,int is calculated from the relaxed DFT energies of a ZnO-based reference structure (EZnO,ref), 

that reference structure containing a particular H interstitial configuration (EH-ZnO), isolated molecular H2 

(EH2), a corrective term for EH2 described in the following subsection Nitride Screening and Phase Diagrams 

(Ecorr,H2), and the total number of atoms comprising a given simulation (N). For systems without vacancies, 

EZnO,ref represents a pristine bulk ZnO crystallographic structure (EZnO), while it represents bulk ZnO with 

one Zn or O vacancy (Evac) for materials containing such defects. Corresponding O or Zn vacancy formation 

energies (∆Evac) are yielded using the following expression:6 

Δ𝐸𝑣𝑎𝑐 = 𝐸𝑣𝑎𝑐 − 𝐸𝑍𝑛𝑂 + 𝐸𝑚𝑜𝑙,𝑟𝑒𝑓     [3] 

Here, ∆Evac is produced from EZnO, Evac, and the relaxed DFT energy of a molecular reference 

matching the type of defect induced. For Zn and O vacancy defects, this is either bulk Zn (EZn) or molecular 

O2 (EO2) normalized per-atom, respectively. Combining the two equations above – while using Evac for 

EZnO,ref – develops the total formation energy comprising both interstitial H and Zn/O vacancy defect 

formation (∆Evac,int), as described through the following equation: 

Δ𝐸𝑣𝑎𝑐,𝑖𝑛𝑡 = 𝑁𝐸𝑓,𝑖𝑛𝑡 + Δ𝐸𝑣𝑎𝑐 = 𝐸𝐻−𝑍𝑛𝑂 −
𝑛

2
[𝐸𝐻2

+ 𝐸𝑐𝑜𝑟𝑟,𝐻2
] + 𝐸𝑣𝑎𝑐 − 𝐸𝑍𝑛𝑂      [4] 

Adsorption energies for NHx (x=0-3) surface configurations (Eads) were calculated as follows:21 

𝐸𝑎𝑑𝑠 = 𝐸𝑠𝑢𝑟𝑓−𝑁𝐻𝑥
− 𝐸𝑁𝐻𝑥

− 𝐸𝑠𝑢𝑟𝑓     [5] 

Here, Eads were yielded through the relaxed DFT energies of Zn(0001) or ZnO(0001) surfaces (Esurf), 

isolated NHx molecules or N atoms (ENHx), and corresponding NHx adsorbates on such surfaces (Esurf-NHx).  

 

Nitride screening and phase diagrams 

The large-scale screening of nitride candidates was completed by relaxing structures in CHGNET, 

employing the default simulation settings except when changing the maximum number of relaxation 

iterations to achieve convergence in some systems directly adapted from the Materials Project (MP) 

database.2,8 Statistical results for CHGNET-DFT validation – including the Spearman correlation coefficient 

(R2), mean squared error (MSE), and Kendall Tau rank correlation coefficient (τk) – were calculated using 

built-in scipy routines.28 Materials systems, both directly adapted into calculations and modified via site-

substitution, were extracted from MP using the Application Program Interface (API) on August 14th, 2024 



 

 

or beforehand.24 Beyond what was presented in schematic heuristics for candidate screening in Figure 2 

and Figures S7-S8, convergence failure tolerances were improved from 500 to 1500 iterations for directly 

extracted (mostly) Al-O systems. After applying this filter, the equivalence of structures relaxed by 

CHGNET was evaluated by applying the Pymatgen routine “structure_matcher” to material subgroups 

possessing the same stoichiometric ratios. Following implementation of this filter, the most favorable 

energy with each remaining stoichiometric ratio was selected for further candidacy, though ultimately 

only the most favorable reduced stoichiometries from these energetically filtered systems were evaluated 

via phase stability analysis. Remaining materials were analyzed for theromdynamic stability.29–31  

All energetic and thermodynamic quantities involving phase stability analysis were calculated 

using the “analysis.phase_diagram” package of Pymatgen provided by Ong et al., especially its subroutine 

“GrandPotentialPhaseDiagram”.32,33 Stable phase entries were aggregated for quaternary phase diagram 

visualization via the “stable_entries” command, while quantitative phase stability results – encompassing 

product fractions of decomposition reactions and metastable per-atom energies above stable convex hulls 

– were resolved using the “get_decomp_and_e_above_hull” command.32,33 Moreover, convex hull 

energies resolved during phase stability calculations completed for Figures 2-3, Tables S10-S11, and 

Figures S12-S13 were subjected to the metastability criterion detailed in Figure 2. This criterion further 

filtered materials that were not sufficiently metastable – or within 0.2 eV/atom of the convex hull – in at 

least one phase stability analysis or diagram described above, in addition to those that were not directly 

MP extracted. This ultimately left 46 systems remaining for CHGNET-DFT validation, which initially 

revealed that a single reduced stoichiometry (Al2O3) subjected to a more lenient convergence tolerance 

(1500 iterations) favored an unphysical system inconsistent with MP-estimated stability. This unphysical 

outcome sufficiently affected phase stability analyses, as shown via grand potential phase diagrams in 

Figure 2. While using all automatically filtered results made a phase diagram with seven entries, manually 

substituting the unphysical Al2O3 structure with the CHGNET energy of the MP-favored system (Al2O3; R3̅c, 

corundum) yielded 11 stable phases.8 This correction was applied to all further CHGNET analyses. 

Lastly, refined visualizations of phase diagrams were adapted from the Python module “python-

quaternary: Quaternary Plots in Python” by Sofiane Achour.34 

 

 



 

 

Molecules and chemical potentials   

In general, grand potential phase stability analyses modelling gas nitriding used single N-based 

chemical potentials (μ), which were specified to model NH3 or N2 molecules unless stated otherwise. 

Chemical potentials for atom types, represented in Grand Canonical (GC) Phase Diagram (PD) or GCPD 

analysis, were calculated for particular molecular contributions using the thermochemistry module of the 

Atomic Simulation Environment (ASE).35 Total enthalpy (H[T]) terms, thermodynamically scaled to 

accommodate temperature (T) effects under solid oxide fuel cell (SOFC) – or N-based gas – simulated 

nitriding conditions (600 °C), were resolved through the following expression:36,37  

𝐻[𝑇] = 𝐸𝑝𝑜𝑡 + 𝐸𝑍𝑃𝐸 + ∫ [𝐶𝑉,𝑡𝑟𝑎𝑛𝑠 + 𝐶𝑉,𝑟𝑜𝑡 + 𝐶𝑉,𝑣𝑖𝑏 + 𝐶𝑉,𝑒𝑙𝑒𝑐]𝑑𝑇
𝑇

0

    [6] 

Here, contributions to enthalpy include the potential (or directly simulated) energy (Epot) and zero-

point energy (EZPE) of a molecule, as well as constant-volume heat capacity terms representing 

translational (CV,trans), rotational (CV,rot), vibrational (CV,vib), and electronic (CV,elec) modes of atomic motion. 

Similarly, total entropy (S[T,P]) terms that were thermodynamically scaled to treat temperature and 

pressure (P) effects under corresponding N-based simulated nitriding conditions (600 °C and 1 atm for 

NH3, 0.5 atm for N2), were calculated using the following equation:36,37 

𝑆[𝑇, 𝑃] = 𝑆𝑡𝑟𝑎𝑛𝑠 + 𝑆𝑟𝑜𝑡 + 𝑆𝑒𝑙𝑒𝑐 + 𝑆𝑣𝑖𝑏 − 𝑘𝐵 ln (
𝑝

𝑝0
)    [7] 

Here, matching translational (Strans), rotational (Srot), vibrational (Svib), and electronic (Selec) 

contributions to total entropy were treated in tandem with changes in pressure (p) referenced to standard 

conditions (p0), which were scaled by the Boltzmann constant (kB). These enthalpy and entropy terms 

were used to compute corresponding Gibbs free energies (G[T,P]) through the defined formalism:36,37 

𝐺[𝑇, 𝑃] ≡ 𝐻[𝑇] − 𝑇𝑆[𝑇, 𝑃]     [8] 

With respect to correcting simulated molecular energies to be consistent with known 

experimental thermodynamic results, previously resolved O2 corrections (-1.36 eV/O2) were adapted.38 

Corrections for NH3, N2, and H2 DFT energies accounting for thermodynamic contributions were calculated 

referenced to standard conditions (25 °C, 1 atm) by applying Hess’ Law to the following reactions:39,40 

𝐻2(𝑔) → 2𝐻∗;  Δ𝐻0 = +4.52 𝑒𝑉/𝑚𝑜𝑙     [9] 



 

 

𝑁2(𝑔) → 2𝑁∗;  Δ𝐻0 = +9.79 𝑒𝑉/𝑚𝑜𝑙    [10] 

𝑁𝐻3(𝑔) → 0.5𝑁2(𝑔) + 1.5𝐻2(𝑔);  Δ𝐻0 = −0.478 𝑒𝑉/𝑚𝑜𝑙     [11] 

By minimizing differences between experimental and simulation-resolved reaction enthalpy 

references (∆H0) across these reactions, energetic corrections (Ecorr) for H2, N2, and NH3 were respectively 

found to be +0.331 eV, -0.347 eV, and -0.448 eV. In particular, the N2 correction matches that reported in 

former literature (-0.35 eV) very strongly.41 Chemical potentials of each atom type were resolved from 

molecules by taking Gibbs free energies derived previously, and applying formerly mentioned molecular 

energetic corrections to them:36–38 

𝜇 = 𝐺 + 𝐸𝑐𝑜𝑟𝑟      [12] 

 For gas nitriding process including H incorporation, N-based (NH3 or N2) and H2 chemical potentials 

were applied simultaneously in stoichiometric proportions relative to chemical potentials derived 

previously. To develop ratios of chemical potentials modelling proportional gas flows, such as μNH3/μH2, 

the proportional μ contribution of H2 was varied as a fraction of its stoichiometric value.36  

 

Modular additivity functionals 

In the modular additivity approach used to evaluate band gaps of ZnO under different simulation 

parameters, the following functionals were employed: 

- Perdew-Wang 1991 (PW91, or 91)42 

o Here, PW91 was used to represent the Local Density Approximation (LDA) functional 

- PBE revised by Zhang and Yang (revPBE, or RE)43 

- PBE revised by Hammer (RPBE, or RP)44 

- PBE revised for solids (PBEsol, or PS)45 

- Armiento-Mattsson 2005 (AM05)46–48 

- Bayesian Error Estimation Functional (BEEF, or BF)49 

 

- Strongly Constrained and Appropriately Normed (SCAN)50 

- Regularized SCAN (RSCAN)51 

- Regularized and numerically efficient SCAN (R2SCAN)52 

- Deorbitalized SCAN (SCANL)53,54 

- Deorbitalized RSCAN (RSCANL)55 

- Deorbitalized R2SCAN (R2SCANL)56,57   

 



 

 

- Tao, Perdew, Staroverov, and Scuseria (TPSS)58 

- Revised TPSS (RTPSS)59 

- Meta Generalized Gradient Approximation functional of Sun et al. (MS)60,61 

o With regularized TPSS correlation components and exchange parameters equal to: 

▪ [b, c, κ] = [1.0, 0.28771, 0.29] (MS0)60,61 

▪ [b, c, κ] = [1.0, 0.18150, 0.404] (MS1)60 

▪ [b, c, κ] = [4.0, 0.14601, 0.504] (MS2)60 

 

- Regularized Tao-Mo functional, version 1 (SREGTM1)62,63 

- Regularized Tao-Mo functionals, the deorbitalized version 2 (SREGTM2L)64 

- Orbital-free regularized-restored SCAN (OFR2)56 

- Modified Beck-Johnson (MBJ)65,66 

- Local MBJ (LMBJ)67,68 

 

- Unscreened hybrid functional mixing Hartree-Fock with PBE correlation functional (PBE0)4,69,70 

- Only Hartree-Fock exact exchange (HF)71 

- PBE0 with the SCAN correlation functional (SCAN0)4,50,69,70 

- Heyd-Scuseria-Ernzerhof (HSE) screened functionals from 2003 (HSE03)72 and 2006 (HSE06)73–75 

- HSE using PBEsol (HSEsol)76 

- Range-separated hybrid functionals (RSHX) using PBE (RSHXPBE) and LDA (RSHXLDA)77,78 

- Beck, 3-parameter, Lee-Yang Parr hybrid functional (B3LYP)79 

o With Vosko-Wilk-Nusair (VNW) electronic density parameter equal to: 

▪ 3 (B3LYP-B3)79,80 

▪ 5 (B3LYP-B5)79,80  

 

Hubbard models, linear response, and modular additivity 

With respect to electronic correlation, the Dudarev implementation of Hubbard U models was 

employed, with U parameters assigned to the respective 3d and 2p orbitals of Zn (UZn,3d) and O (UO,2p) of 

pristine bulk ZnO.81 These Hubbard U parameter values were calculated a priori using a linear response 

(LR) approach for VASP detailed in former research (LDAUTYPE = 3).7,82 Applying LR, Hubbard UZn,3d values 

of 4.20 ± 4.31 eV and 3.57 ± 3.65 eV were respectively calculated for the Zn 3d orbitals of bulk ZnO 

parameterized with PBE and LDA functionals. Correspondingly, Hubbard UO,2p results of 9.34 ± 1.07 eV and 

9.12 ± 1.07 eV were respectively resolved for matching systems implementing PBE and LDA. Noticeably, 

all LR-calculated UZn,3d had uncertainties greater than their magnitudes, such that their values are not 

intrinsically distinguishable from their omission or negative U parameters. Therefore, including these 

UZn,3d results cannot be fully justified versus excluding them through this LR approach, supporting the 

decision to instead treat solely UO,2p in this paper in conjunction with other factors. Given LMBJ functionals 



 

 

solely add potential-only contributions to the exchange-correlation functionals they parameterize, such 

as PBE and LDA, they are not expected to change LR-derived Hubbard U values determined solely from 

correlation contributions to functionals.65–68 Nevertheless, LR was completed for LMBJ-UO,2p models for 

validation purposes, achieving the same results for respective LMBJ-PBE-UO,2p PBE (9.34 ± 1.07 eV) and 

LMBJ-LDA-UO,2p (9.12 ± 1.07 eV) electronic structure models. 

The simulation parameter additivity principle developed in this paper, which was adapted from 

the similar group additivity principle and related principles applied to simulation, modularly predicts 

simulation property values a priori.7,83,84 This prediction is systematically completed by taking a known 

baseline property value (Pbase) and a property value to be predicted from that baseline (Ppredict), listing the 

differences in simulation parameters between materials systems with those property values (param), and 

then completing simulations including modular isolated subsets of those different parameters. When 

simulating only isolated individual parameter differences (Pi) between baseline and predicted materials 

systems, or neglecting covariance between larger subsets (cardinality > 1) of different parameters and 

other scaling relationships, the following simplified but still relatively general expression for simulation 

parameter additivity is produced:84–86 

𝑃𝑝𝑟𝑒𝑑𝑖𝑐𝑡 = 𝑃𝑏𝑎𝑠𝑒 + ∑ (𝑃𝑖 − 𝑃𝑏𝑎𝑠𝑒)

𝑝𝑎𝑟𝑎𝑚

𝑖

= 𝑃𝑏𝑎𝑠𝑒 + ∑ ∆𝑃𝑖

𝑝𝑎𝑟𝑎𝑚

𝑖

     [13] 

Here, the contributions of individual simulation parameters to predictions referenced with 

respect to baseline property values are denoted as ∆Pi. For this work, this modular simulation parameter 

additivity principle was specifically applied to several combinations of exchange-correlation including and 

potential-only functionals, namely PBE (GGA), PZ (LDA), PBE-MBJ, PZ-MBJ, PBE-LMBJ, and PZ-LMBJ. For 

each of these functionals, band gaps (Eg) for systems applying both UZn,3d and UO,2p Hubbard model 

parameters (Eg[UZn,3d;UO,2p], or “Both U”) are directly equated to baseline simulations featuring no 

Hubbard parameters (Eg[NoU], or “No U”), as well as differential contributions from including either UZn,3d 

(∆Eg[UZn,3d] = Eg[UZn,3d] - Eg[NoU]) or UO,2p (∆Eg[UO,2p] = Eg[UO,2p] - Eg[NoU]) parameters: 

𝐸𝑔[𝑈𝑍𝑛,3𝑑; 𝑈𝑂,2𝑝] = 𝐸𝑔[𝑁𝑜𝑈] + ∑ (𝐸𝑔[𝑖] − 𝐸𝑔[𝑁𝑜𝑈])

{𝑈𝑍𝑛,3𝑑,𝑈𝑂,2𝑝}

𝑖

= 𝐸𝑔[𝑁𝑜𝑈] + ∆𝐸𝑔[𝑈𝑍𝑛,3𝑑] + ∆𝐸𝑔[𝑈𝑂,2𝑝]     [14] 

Prediction accuracy validating this principle was quantified via Mean Squared Error (MSE) and 

Mean Absolute Error (MAE), comparing actual Eg[UZn,3d;UO,2p] values with those predicted using the above 



 

 

expression.87,88 Beyond predicting Eg[UZn,3d;UO,2p] well (MSE = 0.028 eV), this expression can be applied to 

estimate intermediate property values – such as Eg[UO,2p] from ∆Eg[UO,2p] – on its right-hand side. Given 

the relationship between adding different Hubbard U contributions is quasi-linear and proportional across 

each functional, such relationships were treated as modularly transferrable between each other with 

proportional scaling.84,89,90 Thus, “No U” Eg and ∆Eg calculated for several functionals can heuristically 

estimate corresponding values for another functional after accounting for numerical scaling. Considering 

these premises and the experimental ZnO Eg at room temperature (Eg[expt.] = 3.37 eV),91 PBE or PZ 

correlation functionals with MBJ and LMBJ potential-only functionals were estimated to strongly approach 

experimental Eg while modularly adding either UZn,3d or UO,2p (Eg = 3.12-3.53 eV). Extending the modular 

additivity principle to search for electronic structure models most closely approximating experimental 

results, PBE-LMBJ-UO,2p was predicted to most accurately approximate experimental Eg (Eg[PBE-LMBJ-UO,2p] 

= 3.34 eV).91 Thus, adapting the simulation parameter additivity approach to modularly search for accurate 

electronic structure models selected simulations applying the LMBJ functional and UO,2p.67,68 

 

General electronic structure and conductivity  

All electronic structure related plots developed for simulations employing Hubbard models were 

constructed using the “electronic_structure” package within Pymatgen. In order to precisely estimate 

quantitative properties related to electronic structure – such as Eg – for ZnO and AZO, the number of grid 

points (NEDOS) used to resolve the electronic density of states (DOS) for each studied materials system 

was convergently tested across systems representatively. In these cases, typical NEDOS values applied to 

ZnO and AZO were 1501 and 2401, respectively. To precisely extract electronic structure property values 

from plots printed in prior experimental research – such as those from Truong et al. – and adapt them to 

current analyses, the plot digitizer WebPlotDigitizer designed by Ankit Rohatgi of Automeris.io was 

implemented.92,93 Unless stated otherwise, DFT simulation parameters employed in electronic structure 

calculations are described in the General Simulation subsection of this section.    

Given the complexities of electronic structure properties treated in this work, band gap (Eg) was 

explicitly defined as the difference between the valence band maximum (EVBM) and the conduction band 

minimum (ECBM) energies of each materials system here:94–96  

𝐸𝑔 = 𝐸𝐶𝐵𝑀 − 𝐸𝑉𝐵𝑀      [15] 



 

 

For ZnO and sufficiently electronically undoped ZnO-based systems, EVBM was equal to the Fermi 

level (EF). When handling AZO, the effects of considering different mechanisms for charge transfer – or 

excitation of electrons from valence to conduction band – were more rigorously treated according to this 

formalism and others.97–99 For example, the energy gap of electron excitation (Eex), adapted from previous 

work, sums the commonly defined band gap (Eg) with a shift (∆Eshift) compensating for shallow donor 

states. This shift references the energy gap of AZO to EF, such that it can be more comprehensively 

compared with ZnO:97,99 

𝐸𝑒𝑥 = 𝐸𝑔 + Δ𝐸𝑠ℎ𝑖𝑓𝑡 = 𝐸𝑔 + (𝐸𝐹 − 𝐸𝐶𝐵𝑀)    [16] 

Further, the VBM of AZO (EVBM[AZO]) is subtracted from that of pristine ZnO (EVBM[ZnO]) to reveal 

shifts in VBM versus varying impurity concentration as a property (EVBM,norm[AZO]). Within the manuscript, 

this is denoted as “E-EZnO” in relation to plotted VBM series for simplicity:  

𝐸𝑉𝐵𝑀,𝑛𝑜𝑟𝑚[𝐴𝑍𝑂] = 𝐸𝑉𝐵𝑀[𝐴𝑍𝑂] − 𝐸𝑉𝐵𝑀[𝑍𝑛𝑂]    [17] 

With respect to conductivity (σ) resolved using the BoltzTraP2 software package, the real space 

grid used throughout σ calculations was interpolated to be tenfold denser than that inputted in VASP 

simulations (lpfac=10).100,101 To summarize calculation details relevant to topics covered in this work, start 

with the density of states (DOS) presented as a variable (n(ε)) that is a function of electronic structure 

band energies (ε). Over Fermi surfaces with dimensions given by wavevectors (k), which are calculated 

from interpolated k-point grids and are correspondingly volumetrically normalized (8π3), the energy (εb,k) 

of each sampled band (b) at each interpolated k-point (k) is enumerated via a Dirac delta function (δ). 

Normalized densities of bands are thereby calculated via the following formalism:100,102,103 

𝑛(𝜀) = ∫ ∑ 𝛿(𝜀 − 𝜀𝑏,𝒌)

𝑏

𝑑𝒌

8𝜋3
     [18] 

The above formalism is equated to carrier concentration (ne) as a function of temperature (T) and 

the electronic component of chemical potential (μne), which is determined by ne but is not directly related 

to chemical potential from phase stability analyses (μ). The domain (E+/E-) over which electronic bands 

are symmetrically sampled relative to EF was set in BoltzTraP2 (energy_range=7.5 eV, or E+=+7.5 eV and 

E-=-7.5 eV), broadly subsuming bands near Eg across ZnO-based systems.100,101 Upon applying terms for 

nuclear charges (N) and the Fermi distribution function (f(0)), the following equation is developed:100 



 

 

𝑛𝑒(𝜇𝑛𝑒
, 𝑇) = 𝑁 − ∫ 𝑛(𝜀)𝑓(0)(𝜀; 𝜇𝑛𝑒

, 𝑇)𝑑𝜀
𝐸+

𝐸−

     [19] 

Per prior formalisms, the Fermi distribution function is calculated using the Boltzmann constant 

(kB), sampled band energies (ε), and previously defined variables:99,104,105 

𝑓(0)(𝜀; 𝜇𝑛𝑒
, 𝑇) =

1

𝑒(𝜀−𝜇𝑛𝑒)/𝑘𝐵𝑇 + 1
     [20] 

Parameterizing the Boltzmann Transport Equation (BTE) with the Rigid Band Approximation (RBA), 

transport distribution tensors can be derived as a function of band (b) and wavevector (k) for conductivity 

tensor products (σαβ(b,k)). In the expression for this property, the cross-product of per-band and per-

wavevector group velocity tensors (v), which are calculated with respect to directional components 

(α={x,y,z}, β={x,y,z}), is scaled with respect to electron charge (e):100–102 

𝜎𝛼𝛽(𝑏, 𝑘) = 𝑒2𝜏𝑏,𝑘[𝝂𝛼(𝑏, 𝒌)⨂𝒗𝛽(𝑏, 𝒌)]     [21] 

Here, τb,k is a set of relaxation time parameters fully generalized to a per-band and per-wavevector 

basis. However, BoltzTraP2 and previous literature approximate this to a single parameter (CRTA) over all 

bands and wavevectors through the constant relaxation time approximation (CRTA), which is generally 

applied throughout this work unless otherwise stated.100,106 Per band and wavevector domain, group 

velocity measures band curvature versus the derivative of band energy with respect to wavevector:101,104 

𝑣(𝑏, 𝑘) ∝
𝜕𝜀(𝒌)

𝜕𝑘
     [22] 

Applying all expressions derived above, the conductivity distribution (σαβ(μne, T)) can be calculated 

as a function of the ne-based chemical potential and T. This is resolved as the product of the derivative of 

the Fermi distribution – taken with respect to band energy – and the conductivity tensor, which are 

normalized relative to cell volume (Ω):100–102 

𝜎𝛼𝛽(𝜇𝑛𝑒
, 𝑇) =

1

Ω
∫ 𝜎𝛼𝛽 [−

𝜕𝑓(0)(𝜀; 𝜇𝑛𝑒
, 𝑇)

𝜕𝜀
] 𝑑𝜀      [23] 

Given the largest magnitudes of directional conductivity tensor components of studied ZnO-based 

systems existed along their diagonal entries (σxx, σyy, and σzz), the average of the diagonals of σαβ ([σxx + σyy 

+ σzz]/3) strongly approximated the final scalar values of σ. Over all BoltzTraP2 calculations completed 



 

 

here, ne are T are inputted in tandem with electronic structures to calculate these σ. All band structure 

properties and σ were calculated using unit cell representations of studied ZnO-based systems.100,101  

 

ZnO charge transfer quasi-reactions 

In a quasi-kinetic model of electronic mobility, charge transfer of electrons from the valence band 

minimum (VBM) to the conduction band maximum (CBM) of an electronic structure is treated. In this 

quasi-reaction, the process of an electron jumping across the band gap has an activation barrier 

approximated as an enthalpic function of Eg (H), and a pre-factor (K0) effectively modelling the equilibrium 

between electrons (n) and holes (p) during recombination.107–109 Here, conductivity is calculated over 

changing temperature (T), relaxation (scattering) time parameters (τ) known from prior empirical research, 

and electronic carrier concentrations (ne) that are compared with prior experimental data.93,110,111 In 

surface ZnO electronic structure calculations, a constant τ of 1.18x10-15 s sufficiently approximated 

experimental σ-T trends within experimental uncertainty of ne and σ.93 Similarly, the relative values of H-

inserted VZn-ZnO were resolved with a constant τ of 1x10-14 s across CRTA σ/τ domains.106 However, τb,k 

are expanded beyond the simplifying CRTA approximation for bulk pristine ZnO σ calculations, as their 

predominant contribution to scattering is electron-phonon (e-ω) interactions and the effects of variable τ 

are significant.111 When calculating σ through this approach, τ is characterized through an empirical 

experimental relationship with temperature and electronic carrier concentration:102,111,112 

𝜏 = 2.53 × 10−5𝑇−1𝑛𝑒
−1/3

     [24] 

For these σ calculations, variation of ne and T versus a reference state (ne,0, T0) is modelled via an 

Arrhenius equation over a temperature differential (ΔT), using Boltzmann’s constant (kB):107–109 

𝑛𝑒 = 𝑇3/2𝐾0𝑒−𝐻/𝑘𝑇 ∝ 𝑒
−

𝑓[𝐸𝑔]
𝑘𝐵𝑇      [25] 

ln (
𝑛𝑒

𝑛𝑒,0
) =

3

2
ln(𝛥𝑇) + ln(𝐾0) + (−

𝑓[𝐸𝑔]

𝑘𝐵𝛥𝑇
) ∝ − (

1

𝛥𝑇
) 𝑓[𝐸𝑔]     [26] 

Matching experimental results, ne vs. 1000/T was plotted for all studied systems to resolve linear 

relationships.108,109,113 Given the function of Eg (f[Eg]) calculating the effective activation barriers of these 

processes is not known in current simulations, values of ne inputted into BoltzTraP2 were interpolated via 

endpoint pairs from prior experimental σ-T trends.93,100,109 The bulk or surface endpoints of experimental 



 

 

trends were quantitatively matched to each corresponding simulated conductivity σ-T relationship by 

their σ values, thereby fitting H from the slopes of ln(ne) vs. -1/T. Using those slopes and the lowest 

temperature (T, σ) endpoint of each simulated relationship, all other (1000/T, ne) values were interpolated 

or extrapolated under the premise that ln(ne) vs. 1/T is linear.108,109,113 These ne results were used to 

calculate corresponding simulated conductivity σ-T relationships. Through this procedure, non-endpoint 

simulated σ are validated versus uncertainty in experimental σ-T trends, while simulated ne determining 

both endpoint and non-endpoint σ are verified via post hoc comparisons with experimental ne.93,110 

 

AZO electron mobility vs. mechanism 

The scattering time (equated to τ) of a quasi-reactive charge transfer mechanism can be generally 

expressed in terms of its effective charge (q), its effective mass (m*), and its electronic mobility (μe-), and 

correlated with AZO Al-impurity concentration (Ni) variation accordingly:114 

𝜇𝑒− =
𝑞

𝑚∗
𝜏 → 𝜏 =

𝑚∗

𝑞
𝜇 → 𝝉(𝑵𝒊) ∝ 𝝁𝒆−     [27] 

For quasi-kinetic contributions to charge mobility associated with Al impurity interactions at 

higher Al concentrations, corresponding electronic mobility (μimp) contributions can be expressed as:115,116 

𝜇𝑖𝑚𝑝 =
3(𝜀𝑟𝜀0)2ℎ2

𝑍2(𝑚∗)2𝑒3
×

𝑛𝑒

(𝑁𝑖/𝑍)
×

1

𝐹(𝜉)
→ 𝜇𝑖𝑚𝑝(𝑁𝑖) ∝

1

𝑍
×

1

𝑁𝑖
×

1

𝐹(𝜉)
× 𝑛𝑒     [28] 

Here, ε0 is vacuum permittivity, εr is the relative dielectric constant of the studied material (7.8 

for AZO), e is the charge of a single electron, h is the Planck constant, and ne is the electron carrier 

concentration (varies according to previous research).115–117 Z is the effective charge state of Al impurities 

scaled to account for interactions between impurity clusters that centralize electronic scattering. F(ξ) is 

the screening potential function characterizing the energetics of bound states during electronic excitation, 

such as electron-hole based interactions.114–116 Given property-dependent τ can be calculated via 

interpolating and scaling known band structures, new τimp can be resolved from known τimp sharing a main 

scattering contribution from the proportionality relation:100,116 

𝝉𝒊𝒎𝒑(𝑁𝑖) ∝
𝟏

𝒁
×

𝟏

𝑵𝒊
×

𝟏

𝑭(𝝃)
× 𝒏𝒆    [29] 

 F(ξ) is characterized using the following relationship adapted from Pisarkiewicz:115,116,118 



 

 

𝐹(𝜉) = 1 +
4𝜉𝑛𝑝

𝜉
(1 −

𝜉𝑛𝑝

8
) ln(1 + 𝜉) −

𝜉

1 + 𝜉
− 2𝜉𝑛𝑝 (1 −

5𝜉𝑛𝑝

16
)     [30] 

The parabolic component of the screening function (ξ) is treated according to known quantities, 

and newly calculated ξ values can be proportionally scaled according to changes in m*:115,116 

𝜉 = (3𝜋2)
1
3 ×

(𝜀𝑟𝜀0)2𝑛𝑒

1
3

𝑚∗𝑒2
→ 𝜉(𝑁𝑖) ∝ 𝑛𝑒

1/3
     [31] 

Here, the non-parabolic (np) character of conduction bands is modelled using the screening 

parameter ξnp, with m0* being the effective mass of excited electrons at the CBM:115–117 

𝜉𝑛𝑝 = 1 −
𝑚0

∗

𝑚∗
 → 𝜉𝑛𝑝(𝑁𝑖) ∝ 𝑚0

∗     [32] 

Here, m0* can be equated to m* by linearly interpolating the energy of excited electrons (E) 

relative to its respective ECBM according to a band non-parabolicity parameter (C = 0.56 eV-1):115,116  

𝑚∗ = 𝑚0
∗(1 + 2𝐶(𝐸 − 𝐸𝐶𝐵𝑀))     [33] 

At higher Al-impurity concentrations, AZO band structure near ECBM is sufficiently degenerate, 

such that EF can be approximated using the following equation: 115,116 

𝐸𝐹 =
1

2𝐶
(√1 + 2𝐶 (

ℎ2

4𝜋2𝑚0
∗) (3𝜋2𝑛𝑒)

2
3 − 1)     [34] 

Thereby, m* can be described as follows, subsequently simplifying estimation of m0*/m*: 115,116 

𝑚∗ = 𝑚0
∗√1 + 2𝐶 (

ℎ2

4𝜋2𝑚0
∗) (3𝜋2𝑛𝑒)2/3  →

𝑚0
∗

𝑚∗
=

1

2𝐶(𝐸𝐹) + 1
      [35] 

Prior experimental work estimates m* to be equal to 0.26me for AZO, wherein me is the effective 

mass of an electron.116 To resolve τimp for Al-impurity concentrations of 6.13% and 8.33%, the final value 

of τ in the former quasi-kinetic regime (at 4.17 Al at.%) – dominated by the Moss-Burstein effect – was 

first calculated. This was done using the CRTA approximation and experimentally approximated ne, fitting 

constant shifts to current experimental data within the Moss-Burstein regime (τM-B = 3.48x10-18 s). Given 

the BTE is calculated with the RBA, τM-B fitting accommodates constant temperature effects on electronic 

structure and σ. Adapting the proportionality relationships for μimp above, τimp was calculated via scaling 



 

 

relative to τM-B as a reference.100,114,116 According to former research, ne resolved by WebPlotDigitizer at 

4.17, 6.13, and 8.33 Al at.% (Ni) correspond to Z=1-3.92,115  

For each scattering process characterized by an independent charge transfer mechanism, the 

total Hall effect associated mobility of electrons – and corresponding relaxation parameter – across quasi-

kinetic regimes can be treated using Mattheissen’s rule:111,114–117 

1

𝜏𝑡𝑜𝑡𝑎𝑙
=

1

𝜏𝑒−𝜔
+

1

𝜏𝑀−𝐵
+

1

𝜏𝑖𝑚𝑝
+ ⋯     [36] 

For pristine bulk ZnO materials without Al impurities, σ-T relationships varying with ne were 

matched to experimental data within uncertainty, solely treating electron-phonon based contributions to 

electron mobility and matching relaxation parameters (τe-ω).111 At non-zero Al impurity concentrations 

below the 4-6 Al at.% threshold established experimentally, τ is not known from an empirical relationship, 

thus it was approximated according to the CRTA as a constant fitted to experimental data.106,112,117 As 

impurity concentration increased beyond this threshold, the predominant quasi-kinetic contribution was 

modeled to switch from the Moss-Burstein effect to impurity clustering contributions ([τimp]-1 >> [τM-B]-1 

and [τe-ω]-1), such that conductivity within the high Al-impurity concentration regime was calculated using 

the formalisms above.112,115–117 

 

 

 

 

 

 



 

 

 

 

 

 

Figure S1: Scanning Electron Microscopy (SEM) images of depicting cyclical Atomic Layer Deposition (ALD) 

growth of unmixed (a) ZnO (after 250 cycles) – as well as Al2O3 after (b) 250 and (c) 500 cycles – on a Si 

wafer. Correspondingly grown ZnO:Al2O3 mixed composition layers assembled with respective Zn:Al ratios 

of (d) 9:1, (e) 14:1, (f) 19:1, (g) 29:1, and (h) 49:1. (i) Layer growth rate per cycle (GPC) plotted versus 

Zn:Al2O3 ratio. The thicknesses of all grown layers pictured are marked on their respective images (golden 

text), and the domains occupied by those layers are demarcated accordingly (golden dotted lines and 

arrows). The total number of ALD growth cycles (lower left, white text), ZnO:Al2O3 compositional ratios 

applied during ALD growth (upper left, white text), and SEM scale bars (lower right, white text) for each 

system are listed in each image. 

 

 

 

 



 

 

 

 

 

 

 

 

Figure S2: Focused Ion Beam (FIB) SEM image of (a) 460FC steel separators growing AZO coatings (Zn:Al = 

14:1) ALD cycle ratios (scale bars: 300 nm). Grown layer thicknesses are marked on respective images 

(golden text, dotted lines, and arrows). X-ray Photoelectron Spectroscopy (XPS) spectra and 

corresponding compositional analyses for unmixed (b) ZnO and (c) Al2O3 systems (250 ALD cycles) on Si 

wafers, denoting peaks that are attributed to O, Zn, Al, and trace elemental C binding energies. 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure S3: X-ray Diffraction (XRD) reference spectrum generated for α-Fe2O3 (hematite, mp-19770) from 

simulated data via MP (Pymatgen),8,119 applying CuKα (1.542 Å) radiation, a shape factor of 0.94, a 

Gaussian peak profile, and a crystallite size of 1 nm. In the current analysis, peak ratio proportions were 

assessed for only the first and second highest intensity peaks respectively located at 33.00° and 35.25°, 

which are correspondingly indexed to (101̅4) or (104) and (112̅0) or (110) for α-Fe2O3. 

 

 

 

 

 

 

 



 

 

 

 

 

 

Figure S4: Combined cross-sectional SEM and Energy Dispersive X-ray (EDX) spectroscopy analysis 

respectively visualizing Crofer 22 APU separators (Zn:Al = 14:1) under varied conditions and measuring 

their elemental compositions by weight and atomic fractions (%). Nitrided (N) Steel (Fe-Cr-O) 

morphologies and components are measured for separators without AZO coatings (“bare”) (a) before and 

(b) after 60 h of NH3 exposure, as well as for AZO-coated separators after (c) 24 and (d) 60 h of NH3 

exposure. Corresponding 460FC results study “bare” separator (e) before and (f) after NH3 exposure for 

60 h, with complementary AZO-coated results after (g) 24 h and (h) 60 h of NH3 exposure. Note that N is 

fixed at 0 in “bare” systems before nitriding, or (a) and (e), such that all other elemental components are 

normalized based on this setting (scale bars: 300 nm). 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure S5: SEM-EDX images visualizing surfaces exposed to NH3 for 60 h (leftward panels, scale bars: 6 μm) 
– as well as corresponding O (golden spots, middle panels) and N (green spots, rightward panels) EDX 
elemental mappings – for (a) Crofer 22 APU and (b) 460FC steel separators without AZO coatings (“bare”). 
Complementary results with AZO coatings are depicted for (c) Crofer 22 APU and (d) 460FC steel 
separators.  

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure S6: SEM images of (a) bare (no coating) Crofer 22 APU and (b) AZO-coated result, both before being 
subjected to NH₃ for 24 h. (c) SEM images of bare (no coating) 460FC and (d) AZO-coated result, similarly 
before 24h of NH3 exposure. 

 

 

 

a b

dc



 

 

 

 

 

 

 

Figure S7: Schematic detailing several components of protocol, including MP extraction of known Al-Zn-

O-N based phases, nitride candidate generation from templates, and candidate filtering after relaxation 

of nitrides using a MLP (CHGNET). Enumerations of known phases extracted from MP consisting of 

particular subsets of the Al-Zn-O-N phase space are listed, in addition to the numbers of binary nitride (M-

N), binary oxide (M-O), and ternary nitride (M1-M2-N) templates adapted from MP searching. Over all 

binary substituted templates, any component (M; typically metal) of binary or ternary systems that was 

not its searched N or O component was substituted with Al in one set of relaxed systems, and Zn within 

another. Binary oxides had their O atoms additionally substituted with N. Ternary nitrides featured two 

non-N components (M1, M2), which were substituted with Al and Zn in alternating orders across two 

separate sets of systems. After MLP relaxation of all structures, several filters were applied to remove 

candidate phases, including structures that failed to relax within CHGNET’s default convergence tolerance, 

and those that were found to be equivalent after relaxation according to Pymatgen’s StructureMatcher 

routine. Additional criteria included removal of systems with less favorable per-atom energies than other 

candidates per unique unit cell composition, as well as corresponding less favorable structures per 

reduced stoichiometry. The numbers of candidates remaining after each filter was applied sequentially 

are listed accordingly. 

 



 

 

 

Figure S8 



 

 

 

Figure S8: Schematic overview of whole workflow evaluating site-substituted Al-Zn-O-N based structural 

configurations, which outputs thermodynamically favorable phases relative to G[T,P] for further 

conductivity and hydride-based analyses. First, specific modules for generating stoichiometrically 

generalized nitrides from site substitution of binary nitride (MN), binary oxide (MO), and ternary nitride 

([M1, M2]N) templates are described via Kröger-Vink notation (see Figure S7 for details). After structural 

optimization (relaxation) via a MLP (CHGNET) and subsequent filtering of candidates using additional 

criteria (Figure S7), Ef are calculated to develop PDs, which are further combined with grand canonical 

potentials for N-based molecules (ΦN[T,P]) at given T and P to produce GCPDs. Remaining stable structures 

resulting from candidate selection are validated via DFT results (Figure S7), and are subsequently applied 

to conductivity and hydride defect formation analyses of ZnO and AZO. DFT ZnO/AZO outcomes are 

parameterized with various combinations of Hubbard U and functional to determine what resolves 

electronic structure and conductivity most accurately, while the formation of different hydride defects is 

tested for favorability on related systems to evaluate the effects of steam incorporation. N and H based 

molecular grand potentials (ΦN,H[T,P]) from GCPDs are employed to evaluate hydride defect 

thermodynamic favorability, while conductivity analyses are repeated on resulting preferred hydride 

structures. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

Figure S9: Templated structures generated by nitride screening procedure, which were stable – or 

sufficiently favorable metastable (< 0.2 eV/atom) – phases in CHGNET PDs that were adapted to DFT 

validation. Bolded compositions were developed by this procedure, while MP material identification 

numbers (MPIDs) & systems denoted by parentheses represent the structures from which nitrides were 

generated. Arrows connect the initial (leftward) and final (rightward) configurations of structures that 

were significantly changed during CHGNET relaxation, implying that they would less likely be resolved as 

stable similar phases in DFT. 

 

 

 



 

 

 

 

Table S10 



 

 

 

 

Table S10: Stable products of phase diagrams developed via CHGNET results under standard (“inert”) 

conditions (a) without and (b) with corrections applied for Al2O3 energetics, while including AZO systems 

in stability analyses as dilute as Al1Zn53O54. (c) PD resolved while reducing the AZO dilution limit to 

Al1Zn47O48 and accounting for Al2O3 energetic corrections, as explained in (b). Reduced stoichiometric 

compositions (leftward columns) and corresponding MPIDs from the MP database (rightward columns) 

identify stable products, with AZO being adapted from corresponding ZnO structures on MP. 

Corresponding stable products of GCPDs developed via CHGNET results under simulated SOFC conditions 

(600 °C, 1 atm) using solely (d) NH3 and (e) ½ N2 molecular chemical potentials, as well as corresponding 

(f) NH3 and (g) ½ N2 potentials paired with molecular ½ O2 potentials. These stability analyses test AZO 

systems as dilute as Al1Zn53O54, and employ 50/50 (mol. %) gas compositions in all mixtures (f, g). Pink 

highlighted rows indicate vertices of calculated three or four component phase diagrams. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table S11 



 

 

Table S11: Stable products developed with DFT results under standard (“inert”) conditions, featuring AZO 

dilution limits of (a) Al1Zn53O54 and (b) Al1Zn95O96. Matching GCPD outcomes achieved with DFT under 

SOFC operating conditions and an AZO dilution limit of Al1Zn95O96, applying (c) NH3 and (d) N2 molecular 

chemical potentials. Corresponding stable phases developed with DFT results from (a-d), while including 

Zn and ZnO surface model results shown in Figure 3d and Figure S13. Calculations were completed under 

standard (“inert”) conditions, featuring AZO dilution limits of (e) Al1Zn53O54 and (f) Al1Zn95O96. A matching 

GCPD outcome achieved with DFT under SOFC operating conditions, and an AZO dilution limit of Al1Zn95O96, 

applies (g) NH3 and H2 molecular chemical potentials simultaneously. Reduced stoichiometric 

compositions (leftward columns) and corresponding MPIDs from the MP database (rightward columns) 

identify stable products, with AZO being adapted from corresponding ZnO structures on MP. Pink 

highlighted rows indicate vertices of calculated three or four component phase diagrams. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

Figure S12: CHGNET-resolved products of decomposing pristine bulk AZO, which is initially composed of 

varied Al dopant fractions, under (a) standard (PD, “inert”) and (b) SOFC (GCPD, NH3 chemical potential) 

operating conditions. (c) Energies above convex hull of AZO (Echull) in PD and GCPD stability analyses, 

corresponding to favorability plotted in (a) and (b). (d) Final product GCPD concentration profile achieved 

with a N2, rather than NH3 (Table S10), chemical potential under SOFC operating conditions. 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

Figure S13: (a) Convergence of AZO formation energy (Ef of AZO) with the numbers of atoms in simulated, 

as shown for CHGNET and DFT results. (b) Al-Zn-N-O phase diagram calculated from DFT bulk structures 

under standard conditions, denoting stable phases with uniquely colored and shaped markers in 

correspondence with Figure 3a. (c) Eads for single N atoms to Zn(0001) surfaces versus simulated cell size, 

calculated using atomic N and ½ N2 molecular chemical potentials. (d) Adsorption energies of single N (“N”) 

to Zn(0001) surfaces (“surf”) and subsurfaces (“sub”), matched with corresponding Eads for various 

configurations of two N (“2N”). Each “2N” system adsorbs one N to a surface site and another to a 

subsurface site, depicting systems that place surface N one (“1NN”), two (“2NN”), or three nearest 

neighbor (“3NN”) distances away from corresponding subsurface N relative to interfacial dimensions (or 

excluding distance perpendicular to vacuum). Atomic models for each system are placed above their 

respective bar graph series, while all Eads are referenced with respect to the ½ N2 chemical potential.  

 

 

 

 



 

 

 

 

 

Figure S14: (a) DFT-simulated bulk ZnO Eg achieved using PBE or PZ functionals, resolved with or without 

Hubbard models. Hubbard models are calculated via linear response with respective functionals, including 

UZn,3d (PBE: 4.20 eV, PZ: 3.57 eV), UO,2p (PBE: 9.34 eV, PZ: 9.12 eV), or both parameters (UZn,3d;UO,2p). Overall, 

PBE and PZ Eg produce consistent trends over different Hubbard models per functional, as their ∆Eg 

additively relate electronic structure models applying no and individual Hubbard parameters to those 

applying both U. Omitting Hubbard models, Eg of a broad set of (b) PBE-GGA based functionals are 

evaluated, in addition to (c) SCAN based, (d) Tao-Perdew based, and (e) Tao-Mo based meta-GGA 

functionals. Hybrid functionals that (f) employ or (g) omit HSE-screening are also tested, with PBE0 (3.18 

eV) moderately resembling experimental Eg (3.37 eV).91 However, ZnO electronic structure models 

combining MBJ and LMBJ potential-only functionals with various Hubbard parameterizations were tested 

using (h) PBE and (i) PZ correlation functionals. U calculated via MBJ and LMBJ functionals were equal to 

those achieved with PBE and PZ functionals, thus equivalent Hubbard models were employed across these 

systems. Unless otherwise noted, functionals providing potential-only or other partial components to 

functional calculations, such as MBJ/LMBJ (e, h) and RSHXPBE (f), are supplemented by PBE correlation 

functionals. 



 

 

 

 

 

 

Figure S15: PDOS plots of the Zn 3d (red series) and O 2p (blue series) orbitals of pristine bulk ZnO zoomed-

in to highlight band energies near EF, systematically treated by functionals modelling correlation via PBE 

– with varied potential-only components – and different electronic structure models. PDOS for PBE 

functionals with (a) no Hubbard model, (b) UZn,3d only, and (c) UO,2p only. PDOS for PBE-MBJ functionals 

with (d) no Hubbard model, (e) UZn,3d only, and (f) UO,2p only. PDOS for PBE-LMBJ functionals with (g) no 

Hubbard model, (h) UZn,3d only, and (i) UO,2p only. 

 

 

 

 

 

 



 

 

 

 

 

 

Figure S16: PDOS plots of the Zn 3d (blue series) and O 2p (red series) orbitals of pristine bulk ZnO zoomed-

in to highlight band energies near EF, systematically treated by functionals modelling correlation via PZ – 

with varied potential-only components – and different electronic structure models. (a) PDOS for PZ 

functionals with (a) no Hubbard model, (b) UZn,3d only, and (c) UO,2p only. PDOS for PZ-MBJ functionals with 

(d) no Hubbard model, (e) UZn,3d only, and (f) UO,2p only. PDOS for PZ-LMBJ functionals with (g) no Hubbard 

model, (h) UZn,3d only, and (i) UO,2p only. 

 

 

 

 

 

 



 

 

 

 

Figure S17: σ vs. T plots for bulk ZnO constructed using UO,2p electronic structure models, applying 

alternative functional pairs such as (a) PBE-MBJ, (b) PZ-MBJ, and (c) PZ-LMBJ. All simulated results were 

plotted with a corresponding experimental trend, featuring structures synthesized using Magnetron 

Sputtering (MS), consisting of resolved σ-T values and their uncertainties (error bars).93 τ were empirically 

calculated from carrier concentrations (ne) and T.93,111 Simulated σ, which were closest to the endpoints 

of experimental trends, were scaled to match those experimental endpoints by ultimately varying only ne, 

given temperature is fixed per σ and τ is calculated from ne and temperature. Considering ln(ne) vs. 1/T is 

a linear trend treatable as a quasi-chemical reaction, ne was varied linearly to generate simulated σ-T 

profiles in bulk calculation. These linear relationships are plotted for (d) PBE-MBJ-UO,2p, (e) PZ-MBJ-UO,2p, 

(f) PZ-LMBJ-UO,2p, and (g) PBE-LMBJ-UO,2p (σ-T plot in manuscript) models. Overall, all ne ranges inputted 

into simulations subsume experimental values given over studied temperature domains (~2.0-6.4 x 1019 

carriers/cm-3).93,110 (h) PDOS of simulated ZnO surface slabs taken from Figure 3d, parameterized via PBE-

LMBJ-UO,2p models and depicting Zn 3d (blue series) and O 2p (red series) orbitals. Given Eg and related 

electronic structure features cannot be resolved from such plots both here and in previous literature,120 

the CRTA was applied to resolve τ, while ne were selected via previous literature (4.3±0.2x1019 

carriers/cm3).93 (i) Simulated σ-T profiles simulated for surface ZnO using PBE-LMBJ-UO,2p models, applying 

ne = [4.1, 4.3, 4.5]x1019 carriers/cm3 to visualize the impacts of uncertainty in ne on σ-T.  

 



 

 

 

 

Figure S18: PDOS of AZO – with varied Al-dopant concentrations – consisting of O 2p (green series), Zn 3d 

(red series), and Al 3p (blue series) orbital character. PDOS are studied via LMBJ-PBE-UO,2p models adapted 

from ZnO, zooming in to depict Zn 3d and O 2p orbital states near EF (dotted black lines). Here, AZO with 

Al-dopant concentrations of (a) 12.5 at.% Al (Al1Zn7O8), (b) 8.33 at.% Al (Al1Zn11O12), (c) 6.25 at.% Al 

(Al1Zn15O16), (d) 4.16 at.% Al (Al1Zn23O24), (e) 3.13 at.% Al (Al1Zn31O32), and (f) 2.08 at.% Al (Al1Zn47O48) are 

portrayed. 

 



 

 

 

Figure S19: PDOS of AZO – with varied Al-dopant concentrations – consisting of O 2p (green series), Zn 3d 

(red series), and Al 3p (blue series) orbital character. PDOS are studied via LMBJ-PBE-UO,2p models adapted 

from ZnO, zooming in to depict Al 3p orbital states near EF (dotted black lines). Here, AZO with Al-dopant 

concentrations of (a) 12.5 at.% Al (Al1Zn7O8), (b) 8.33 at.% Al (Al1Zn11O12), (c) 6.25 at.% Al (Al1Zn15O16), (d) 

4.16 at.% Al (Al1Zn23O24), (e) 3.13 at.% Al (Al1Zn31O32), and (f) 2.08 at.% Al (Al1Zn47O48) are portrayed. 

 

 

 



 

 

 

 

 

Figure S20: Comparison of PBE-LMBJ-UO,2p simulated σ vs. Al at.% trends correcting and not correcting for 

the quasi-kinetic regime switch between dominant electron-phonon and impurity contributions to τ. 

Uncorrected results, which were calculated using the PBE-LMBJ-UO,2p model and apply τM-B as a constant 

according to the CRTA, illustrate the effect of quasi-kinetic regime switch. This corresponds to 

discrepancies between corresponding experimental and simulated results in prior literature.112 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

Figure S21: Systematically generated candidate H incorporation structures featuring 1 H and no defects 

in bulk ZnO (1Hi). Tested configurations adsorb single H to O in (a) axial (Ax.) and (b) equatorial (Eq.) 

positions, while single H that are (c) initially attached to Zn axially (d) relax to adjacent O axially and distort 

surrounding Zn-O tetrahedral shells (Sh.). Conversely, single H (e) initialized to Zn equatorially (f) relax to 

attach to 3 adjacent Zn atoms, while Zn (g) initially adsorbed to Zn and bound between two O (h) relax to 

O equatorially with distortion. H (i) initially bonded between O and Zn (j) relax to axially adsorb to O while 

breaking surrounding Zn-O tetrahedral shells (No Sh.), while corresponding H bonding (k) initialized 

between two Zn (l) relax to bond to 3 adjacent Zn. Over this configuration set, the most favorable structure 

yielded was (j), as depicted in Figure S25a (H-O Ax., No Sh.). Colored outlines around labelled atomic 

models correspond to the colors of graphed bars on plotted Ef,int energies in Figure S25a when considering 

relaxed configurations, namely magenta (H-O Ax., Sh.: a, c, d), cyan (H-O Ax., No Sh.: i, j), green (H-O Eq.: 

b, g, h), and gold (H-Zn: e, f, k, l). Atomic models depicting H insertion feature Zn (dark grey), O (red), and 

H (white) atoms. 

 

 



 

 

 

 

Figure S22: Systematically generated candidate H incorporation structures featuring 2 H and no defects in bulk ZnO 

(2Hi). Configurations (a) initially adsorb H to 1 axial O and 1 adjacent axial Zn (Ax.), though the (b) final structure 

relaxes H in a similar axial position directly underneath the other H. (c) Initializing 1 axial H on O and 1 equatorial 

(Eq.) H on Zn, (d) the final structure relaxes the H adsorbed to O into an equatorial position. (e) Initializing 1 axial H 

on O and 1 equatorial H on Zn in an inverted (Inv.) direction, (f) the final structure relaxes the H adsorbed to O into 

an equatorial position. (g) Initializing 1 equatorial H on O and 1 axial H on Zn (h) partially distorts the structure, as 

does (i) initializing 1 equatorial H on both O and Zn to (j) relax that structure. In contrast, (k) initializing 1 H each on 

O and Zn equatorially in inverted directions (l) relaxes H-Zn into an axial configuration. Also, (m) initializing 1 H each 

on O and Zn equatorially while only inverting 1 of these H (n) partially distorts the structure. Over this configuration 

set, the most favorable structure yielded was (j), as depicted in Figure S25b (H-O Eq., H-Zn Eq.). Colored outlines 

around labelled atomic models correspond to the colors of graphed bars on plotted Ef,int energies in Figure S25b, 

which are defined according to either their initial (a-h) or final (i-l) configurations. Colors and bar graph labels include 

magenta (H-O Ax., H-Zn Ax.: a, b), cyan (H-O Ax., H-Zn Eq: c, d), green (H-O Ax., H-Zn Eq. Inv.: e, f), gold (H-O Eq., H-

Zn Ax.: g, h), dark blue (H-O Eq., H-Zn Eq.: I, j), purple (H-O Eq. Inv., H-Zn Ax.: k, l), and orange (H-O Eq. Inv., H-Zn Eq.: 

k, l). Atomic models depicting H insertion feature Zn (dark grey), O (red), and H (white) atoms. 



 

 

 

 

Figure S23: Systematically generated candidate H incorporation structures inserting more than 1 H into O vacancy 

defects in bulk ZnO (VO-nH, n=1-4). Tested configurations adsorb 2 H (a) initially to separate Zn in 3-fold and 1-fold 

coordination to form a (b) relaxed structure, as well as (c) initially to separate Zn in solely 3-fold coordination that 

forms (d) the depicted relaxed structure. Also, 2 H adsorption is (e) initialized across Zn-H-Zn bonds that are 1 nearest 

neighbor (NN) away from each other to relax (f) accordingly. Corresponding 2 NN separated Zn-H-Zn bonds are 

concavely (g) initialized and (h) relaxed, as are corresponding 2 NN Zn-H-Zn bonds that are convexly (i) initialized 

and (j) relaxed. Similarly, Zn-H-Zn bonds that are arranged parallel to one other are (k) initialized and (l) relaxed. (m) 

Initialized and (n) relaxed configurations adsorbing 3 H into O vacancy defects. (o) Initialized and (p) relaxed 

configurations adsorbing 4 H into O vacancy defects. Colored outlines around labelled atomic models correspond to 

the colors of graphed bars on plotted Ef,int energies in Figure S25c, which are defined according to their initial 

configurations. Only the most favorable Ef,int are plotted per number of H inserted. Colors and bar graph labels 

include gold (a- l), dark blue (m-n), and purple (o-p). Atomic models depicting H insertion feature Zn (dark grey), O 

(red), and H (white) atoms. 



 

 

 

 

Figure S24: Systematically generated candidate H incorporation structures featuring various quantities of 

H adsorbed into Zn vacancy defects within bulk ZnO (VZn-nH, n=1-4). Tested configurations directly adsorb 

(a) 1, (b) 2, (c) 3, or (d) 4 H to individual undercoordinated O that tetrahedrally encompass Zn vacancy 

sites, while (e) initially H binding to undercoordinated Zn (f) relaxes to yield (a). (g) Initially adsorption of 

1 H between two undercoordinated O (h) relaxes to reproduce (a), while (i) initializing 2 H between two 

similar pairs of O (j) reproduces (b) upon structural relaxation. (k) Initializing the corresponding operation 

with 3 H (l) induces relaxation to form (c). Over this configuration set, the most favorable structure yielded 

was (c), as depicted in Figure S24e (3H). Colored outlines around labelled atomic models correspond to 

the colors of graphed bars on plotted Ef,int energies in Figure S25e, namely magenta (1H: a, g, h), cyan (2H: 

b, i, j), green (3H: c, k, l), gold (4H: d), and dark blue (H-: e, f). Atomic models depicting H insertion feature 

Zn (dark grey), O (red), and H (white) atoms. 

 

 



 

 

 

Figure S25: Energetics plots for ZnO atomic models depicted in (a) Figure S21 (1Hi), (b) Figure S22 (2Hi), 

(c-d) Figure S23 (VO-nH for n=1-4), and (e-f) Figure S24 (VZn-nH for n=1-4). Though abbreviated labels in 

plots are more fully described in their respective plots containing atomic models, structures can be 

defined by the axial (Ax.) and equatorial (Eq.) configurations of their bonds, as well as the directional 

inversion (Inv.) of those bonds. Structures can also be labelled by the number of H they contain (for 

example: 1H and 2H), the coordination of those H relative to their nearest neighbors (for example: 1 NN 

and 3-fold), whether they only contain Zn or O vacancies (“Vac only”), and whether they contain H that 

were initially negatively charged by being bonded to Zn (H-). Plotted quantities include Ef,int in eV/atom (a-

c, e) and ∆Evac,int in eV (d, f). “1 H” systems in (c-d) are not visualized in Figure S23; “1 NN”, “2 NN”, and “3-

fold” systems respectively describe single H initially adsorbed to 1, 2, or 3 nearest neighbor Zn atoms. 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table S26 



 

 

 

Table S26: GCPD analyses of stable nitriding products developed by DFT under simulated SOFC conditions 

(600 °C, 0.5 atm) in the presence of steam, testing equilibration of coexisting N-based and H-based species 

to model H incorporation via hydride defect (VZn-nH, n=1-4) formation in bulk ZnO structures (ZnxOxHn, 

x>2, n=1-4). When modeling NH3 or N2 nitriding in the presence of H, which is yielded from the 

decomposition of steam (H2O) via ZnO surface interactions, the ratios of corresponding N-based and H-

based chemical potentials (μNH3/μH2) are represented as respective equilibrated NH3/N2 and H2 reactant 

(input) gas concentration ratios. Applying this framework referenced with respect to the magnitude of 

μNH3, GCPD analyses of NH3 nitriding yielded distinct final stable phases when equilibrated reactant 

μNH3/μH2 ratios were set to (a) 4:1, (b) 3:1, (c) 2:1, and (d) 5:3. Corresponding results for N2 nitriding, 

completed using equal μN2/μH2 ratios, achieved equivalent results. Decomposing 1 mol of NH3 yields 

stoichiometric quantities of N2 (0.5 mol) and H2 (1.5 mol), while subsequent decomposition of H2 on ZnO 

surfaces yields dissociated H adsorbates (0.5 H2). To represent these nitriding reaction environments, 

corresponding GCPD analyses including hydride structures have evaluated stoichiometrically weighted 

chemical potential proportions, representing equilibrated reactant gas ratios, of (e) NH3 only (μH2/μNH3=0), 

(f) 0.5 N2 and 1.5 H2 (μN2/μH2=1:3), and (g) 0.5 N2 and 0.5 H2 (μN2/μH2=1:1). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

Figure S27: PDOS plots depicting electronic structures of VZn-nH (n=2-4) around EF (dotted black lines), 

portraying H 1s (red series), Zn 3d (blue series), and O 2p (green series) orbitals. PDOS for VZn-2H 

emphasize (a) overall orbital character, (b) Zn 3d and O 2p contributions near EF, and (c) H 1s contributions 

near EF. PDOS for VZn-3H emphasize (d) overall orbital character, (e) Zn 3d and O 2p contributions near EF, 

and (f) H 1s contributions near EF. PDOS for VZn-4H emphasize (g) overall orbital character, (h) Zn 3d and 

O 2p contributions near EF, and (i) H 1s contributions near EF. 

 

 

 

 

 

 



 

 

 

 

 

 

Figure S28: CRTA profiles (σ/τ vs. ne) of (a) of bulk AZO at 2.08 Al at.% at 300 and 900 K, (b) bulk AZO with 

3.125 Al at.% at 300 & 900 K and 4.167 Al at.% at 300 K, (c) VZn-4H & VZn-3H at 300 K, and (d) VZn-2H & ZnO 

at 300 K. 
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